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Abstract—Cognitive radio technology was introduced to solve, capacity, because only one CPE can access the channel in a
or at least ease, the severe shortage of radio bands [1]. Wiess time slot. Even though there may be many channels available,

Regional Area Networks (WRAN), IEEE 802.22 standard, is the 3y one channel can be used in each of the three sectors of
first one to adopt cognitive radio technology, which utilizes the th I fi lot without ing interf
TV white spaces [2]. WRAN is typically a centralized cellula e cell per ime slot without causing Iinterrerence.

network with base station (BS) and customer-premise equipents
(CPEs). However this may lead to limited network capacity, ice Therefore, we propose peer to peer WRAN (PZPWRAN)

every CPE needs to communicate to the BS and only one channelthat allows direct CPE to CPE communication [3]. This mode
can be used to communicate in the whole cell per time slot with is useful in cases where there are closely knit communities
one BS antenna. Peer to Peer WRAN (P2PWRAN) was proposed amongst CPEs and message exchange happens quite often
[3] to circumvent this, where CPEs can communicate with each between them. Moreover, since each BS has a large coverage
other directly. P2PWRAN increases network capacity compaed . . S .

to the standard WRAN, since multiple communication channes area.(\{v.lth a radius of minimum Of_ 30.km), there is always a
can be simultaneously allocated and reused in one time slot. POSsibility to enable P2P communication amongst CPEs. The
In this paper, we formulate the spectrum allocation problem main idea in P2PWRAN is to extend WRAN (IEEE 802.22)
in P2ZPWRAN similar to the vertex coloring problem, however for P2P communication in a cell by using non-interfering
the problem is a quadratically constrained programming (QCP)  channels in one time slot and also reusing an already aidcat
problem. We prove that it is a computationally hard problem. h | ltiole ti b lovi i .
Well-known Greedy Coloring Algorithm (GCA) for vertex colo r- channel mufliple imes by emp oying rallnsmls§|0n power
ing problems causes severe unfaimess in allocation of chaels. control (see [3] for more details). To achieve this we need

Thus a Fair Greedy Coloring Algorithm (FGCA) is proposed a simple scheme to the standard WRAN channel allocation
to guarantee a fair allocation by queuing flows considering mechanism.

previous allocations. GCA provides good performance but cases

significant_ unfairness; FGCA guarantees fairness but leadgo In this paper, we formulate the channel allocation problem
decrease in performance of P2PWRAN. Therefore, a Trade-off ;, P2PWRAN, and model it as a problem similar to vertex col-

FGCA (TFGCA) is proposed considering fairness and network . o .
performance at the same time during allocation. Simulation oring problem. We also prove that it is a computationallychar

results show that with the adjustment of two factors in TFGCA, ~ Problem. Greedy Coloring Algorithm (GCA) is a well-known
network performance and fairness can be balanced. heuristic solution for vertex coloring problem. Sometimtes

Index Terms—IEEE 802.22, WRAN, cognitive radio, power may lead to severe starvation for some CPEs and thus causing
control, Intra-cell communication, fairness, channel albcation. | |nfairness while trying to maximize the network capacity.
Therefore, we propose a Fair Greedy Coloring Algorithm
(FGCA), which mainly addresses the fairness and tries to find

Cognitive radio networks is now stepping into people'sdive a fair channel allocation. However, FGCA decreases network
thanks to the efforts of IEEE 802.22 and IEEE 802.22.tapacity. On one hand, some CPEs starve when GCA is
which are the standards for Cognitive Wireless RegionabAr@dopted, and on the other hand, the network capacity is low-
Networks (WRAN) for operation in TV Bandsind Enhanced ered when FGCA is employed. Hence, balancing fairness and
Interference Protection of the Licensed Devfcesspectively. network capacity in P2PWRAN channel allocation becomes an
WRAN works in the white spaces of 47 TV channels fronmportant issue. In this paper we propose a Trade-off FGCA
54 to 862 MHz with a bandwidth of 6, 7 or 8 MHz. WRAN (TFGCA), which is a heuristic and can balance the capacity
is a cellular network, with one BS and multiple users (CPEgnd fairness. We present simulation results to prove that ou
in a cell. The BS is in charge of spectrum sensing, chanrssheme works.
allocation, and routing messages to CPEs. CPEs communicate . . .
with BS directly whenever they intend to send messages to BS! N€ 'St of the paper is organized as follows. In Section I,
or to other CPEs (either in the same cell or in another thg.cefr 2P WRAN is introduced. Section lIl describes existing so-

However, this typical cellular mode leads to limited netlwor utions. Section IV mainly discusses channel aIIopaFion in
P2PWRAN, and FGCA and TFGCA are proposed in it. The

1Approved as a standard by IEEE on July 1st 2011 [4]. simulation scenario and results are shown in Section V, and
2Approved as a standard by IEEE on November 1st 2010. the conclusion and further work is described in Section VI.

I. INTRODUCTION



[l. PEER TO PEERWRAN a weighted, color-sensitive grapf(U, Ec, Lp) is used to

An |IEEE 802.22 cell consists of a BS and multiple CPE$€Present the topology of the Cognitive Radio ad hoc network
spread in an area within a range of approximately 30 kihere verticed/, a set of colored edgesc, and link weights
(can be even more with higher transmission power) aroufds- An optimization framework is proposed with the graph
the BS. The BS is the central controller for the whole celfoloring and utility functions to optimize bandwidth and
and manages all channels sensing (along with CPEs), medi@#ness. The spectrum allocation for CRs is developeddase
access, data routing, and other functions. Two antennas @fevertex coloring; each vertex is assigned a set of channels
on every CPEs, one of which is omnidirectional and is icolors) based on the ‘Progressive Minimum Neighbor First’
charge of spectrum sensing and geo-location informatibe. Theuristic. The utility functions govern the fairness aghih
other one is directional for communication with BS. The B3hree functions are defined: (#fax-Sum Bandwidth to
collects spectrum sensing results from CPEs and analy#@@ximize the total spectrum utilization in the system;Ntgx-
them with more information from databases and regulatolin-Bandwidth- to maximize the bottleneck user's spectrum
or policy inputs. Afterwards, it queues all available chelsn utilization; and (c)Max-Proportional-Fair - to obtain a fair
as protected, unclassified, disallowed, operating, bacig 2llocation. Both cooperative and non-cooperative appresc
candidate channel lists [5]. Then the BS synchronizes e 1iare discussed. Centralized and distributed solutions eve p
with CPEs by broadcasting on every available channel witpsed that implement the utility functions. It is shown that
Superframe Control Header (SCH). The channels are alldcaf@operative approaches perform better than non-cooperati
to CPEs via queuing, broadcasting and synchronization. methods, and the (_j|str|buted approaches perform almost as

Cellular networks can provide reasonable inter-cell comm@00d as the centralized one.
nication, however they cannot provide fast intra-cell camm P2PWRAN has been proposed in [3], where the BS in
nication. This is mainly because the BS has to route eve?@ch cell manages all spectrum information, CPEs, and their
message in the cell. Therefore, the network capacity is cdago-location information (network topology) and chanrlel a
strained by number of time slots. Few users can communiciaeation. BS allocates available channels so as to maximize
with BS per time slot due to the number of BS antennas affé¢ allocation. Even though network capacity and fairness
interference. Due to the large coverage area by one cellafg considered in the utility functions in [9], the results
WRAN (30km or more), more intra-cell communication cashow severe unfairness when the scheme tries to maximize
take place compared to other wireless networks such as Wikgtwork capacity. Therefore, we propose a trade-off fatedy
However, in WRAN mostly only one channel can be allocatedjgorithm (TFGCA) especially for PZPWRAN, which can
in a cell per time slot to each antenna of the BS, whidpalance the fairness and network capacity in a dynamic way
significantly limits the network capacity. Thus in this cextt, during the multi-channel allocation. In the following sect,
P2PWRAN [3] is proposed to support direct peer to peer (CPEE formalize the channel allocation problem and prove that i
to CPE) communication in a WRAN cell, which leads to man{p @ computationally hard problem.
channels being allpcated and re-used. This not only ineeas |\ cLANNEL ALLOCATION IN PEER TOPEER WRAN
the network capacity greatly, but can also decrease the rpowe . L ) o
consumption with power control than the standard WRAN We con&derchannel allocation in one time slot in this paper
[3]. P2PWRAN is implementable since WRAN is centraly-&t U = {uili = 1,2,...} be the set of users (CPEs). Let
controlled and managed, making it easy to allocate channdls= 1/jl/ = 1,2,...} be the set of flow requests, whefe =

Channel allocation in P2PWRAN is different from WRAN, (4 Uy) 1-€., fj is a flow betweenu, andu,. It is a set with
multiple channels and users are involved in one time slopo conflict’ flow requests. Conflict free flows means .that one
Hence, maximizing the network capacity and guaranteeitf§e" (or CPB) can only have one flow request in a time slot

fairness amongst CPEs need to be considered in P2PWRAR:: 4 OF uy Will not be present in any other flow if. In
In the following section we describe the existing solutiémrs  faCt this assumption reduces the complexity of the prob&m
these issues in Cognitive Radio networks. least the number of competing flows. Even then we prove that

the problem is hard. Further, a CPE cannot cater to two flows
[1l. EXISTING SOLUTIONS in the same slot since they have only one Tx/Rx frontend. We
Graph coloring is usually proposed for channel allocationow formulate the problem as follows:

in cellular networks, where each base station is allocatedLet the available channels in the current time slot be
with a non-interfering channel with respect to its neiglibgr C = {cx|k = 1,2,..}. Given |[U| users and|F| flows,
base stations. It is known that both edge and node colorititg interference between the flows needs to be considered.
of graphs are NP complete [6] in general. Several edy¥ée represent the interference between flows by using the
coloring heuristics have been proposed for link schedulingterference map\l = {m;;[i,j = 1,2, ..., |F|}. It is defined
in multi-hop wireless networks [7] [8]. These solutions s
applied to Cognitive Radio ad hoc networks will result in L if fi, f; interfere with each other,
degraded performance since all of them assume static channe  "ij = { 0 otherwise.
availability. A better approach of spectrum allocation hwit
fairness was proposed in Zheng’s work [9] on fairness. In [9] 3In the rest of the paper we use the terms ‘CPE’ and ‘User’ hingeably.

)



Based on this interference map, an interference graph can bén this optimization problem, given the sets of available
built, with flows as vertices and interference as edges. ThannelsC and flow requestsF, an optimal allocationA
illustrate let us take an example as shown in Fig. 1. Flowleads to the maximum channel utility without causing any
interferes with flows3, 4, 5, and6, which means if a channel interference at the same time. Eq. (4) imposes that one flow
is allocated to flowl already in a time slot, it cannot becan only be allocated once. Eq. (5) is a quadratic constraint
allocated to any oB, 4, 5, and 6. In the literature, several which imposes that two flows can be allocated with the same
channel only if they do not interfere with each other. This
@ optimization problem is a QCP problem and we consider
different cases based on the value|Gf.
@ @ When |C| = 1:
Lemma 1: When there is only one available channel, then
the optimization problem in Eg. (3) is NP-hard.

@ Proof: We can construct a grapfi, in which, the flows
‘( are nodes and ifn;; = 1 then there is an edge betweg¢n
@ and f;. The optimization problem in Eq. (3) becomes a typical
@ NP-hard problem, which is to find the maximum independent
set in it [10]. ]
Fig. 1. An interference graph When 1 < |(C| < |IF|

o . In this case, we can formulate Eq. (3) into a problem in
methods of generating interference maps have been describg,nh theory on the interference graph, in which the flows
For example the one used in [9] is based on distance, ige the vertices and the interference between them are .edges
when users of two flows are in transmission range of eagfe prohlem can be redefined as the decision of the maximum
other, then those flows are said to interfere with each othg;mber of colored vertices (n =S|, S C F, and$ is the

A detailed description for generating interference mafi€da ¢et of flows with assigned channels) with certain numb@p) (
network conflict graph) based on the network topology is i colors.

[9]. Our challenge is to design fair channel allocation e | emyma 2: When there is more than one available channel,
with considerations to network capacity given the intexfee o optimization problem in Eq. (3) is a hard problem.

map. While the problem seems to be abstracted out of wireless pqof- When|C| < n < |F|, we prove itis a hard problem
domain, the problem and the solutions proposed here ¢ conradiction. We assume that it is not hard, thegan
directly applicable to P2ZPWRAN. _ be obtained in a reasonable time. Two possibilities can be
_ We define an allocatiorl asF x C matrix, whered;; =1 = seen, whem = [F|, it is a typical vertices coloring problem

!f flow iis allqcated with channe]. An allocation is valid (to determine whether the interference mapGécolorable),

if there is no interference among allocated flows. Then thehich is NP-hard [10]. When < [F|, our assumption reduces

channel utility function for the whole network is, to say that the graph i€|-colorable in reasonable computing
|| A time. It is not true, because to determine a grapHUs
UA) =) (Aij), (2) colorable is also a NP-hard problem, which cannot be soived i
i=1 j=—1 reasonable computing time with current algorithms. Moggpv

where the total channel allocation time of all channels [ call here that to select a setwofflows as a subset &, and

treated as channel utility. The channel utility can also gaen f_|n|d|_ng aIITtr:]e combination of”IOV\k']S out ofF is mtljeeq
considered as the network capacity, because it implies hg?ﬁto”a blln n. thus 0;”_ assgmptlon thaltdwe can solve in a
many flows can be satisfied in the whole network. Thereforr(,?,as’Ona € amount of time does not hold. u

maximizing the channel utility is in turn maximizing netvkor The problem of maximizing the utility - €1nax U(4) can
capacity. be seen as a variant of the vertex coloring problem. The

problem at hand is, givefC| colors and|F| flows, how do
A. Problem definition we maximize the utility. In other words, what is the maximum

Based on the assumptions and channel utility functions, tAgmber of flowsy, of [F| flows, that can be colored witfC|
multi-channel allocation problem in P2PWRAN can be defineglors. In contrast to the vertex coloring problem, where th

as the following optimization problem, number of colors required to color a given gragh= (V, E)
with |V| vertices is to be determined, our problem is to
max U(A) (3)  determine the maximum set of vertices given the colors.

The next step is to determine the complexity of this problem.
We describe two ways to arrive at the complexity here. (a) We
know that determining chromatic index(G) is a NP-Hard
problem i.e., it takes polynomial time for a non-deternticis

Z AjjAgjmi, =0,Vi € F. (5) Turing machine to get an optimal coloring ¢f. However,
JEC,kEF, k#i there can be exponential number of optimal colorings@or

subjected to
> Ay <1VjeC, 4)

J



In this set of optimal colorings, we need to find out withC. Fair greedy coloring algorithm (FGCA)
|C| colors the maximum number of vertices that can colored.
Hence the problem i&;P-Hard [11] or it takes exponential
time for a non-deterministic Turing machine to find the oim

We propose a fair greedy coloring algorithm (FGCA), to
prevent starvation amongst flows. When the vertices (flows)
lue ofn. (b) Given|F : h F ; are queued, the vertices with fewer previous allocatioresim
value ofn. (b) Given|I| vertices, there are 1 ways of 5o queued at the front of the list, which are allocated first

selecting vertices to form sub-graph_s @f.:. ([Fl, E). For with colors (channels) that does not cause any interference
each sub-graph, we need to determine if i{@-colorable, +

e algorithm with flow fairness can be seen in Algorithm 1.
which is an NP-Hard problem. At the end, we take the set oP g d

all |C|-colorable sub-graphs and we need to find out which

sub-graph has the maximum number of vertices thdCis Algorithm 1 The fair greedy coloring algorithm.
colorable. Evidently, this problem 8;P-Hard.

The complexity of finding optimal solution can be written

Merge the set of waiting flow requesk from the previous
time slot into the set of current flow requédst

o & Find the conflict flows inl” and put them intaR’.
Cecotoratie = Uren NTIME(|FT), ®)  while V is not® do
_ Co votorable Queue the vertices (flowsly as V' according to their
maxU(A4) = NTIME(2 ). (7) allocation times in previous time slots.
When |C| > |F|: for all v} vertices inV’ do

This is a trivial case where channel can be allocated at ~ Queue the colors (channetS)asC’ according to their
most once to satisfy the flow request. Therefore, we can  total allocation times in current time slot.

simply allocate different channels to different flows insthi for all ¢} colors inC” do o
situation. When there is only one available channel, the if vj is possible to be allocated witf) without caus-
problem becomes accessing a common single channel. When ing conflicts with already allocated verticéen
there are fewer requests than available channels, evengseq Allocate the channel.
can get a non-interfering channel. Therefore, we only discu else
the situation when < |C| < |F| in the following sections. We Move v; to R'.
assume the interference map is a grapk- (V, E), in which end if
V = {v;li = 1,2,...} indicates the flow request set as the end for
vertices, and® = {e;|i = 1,2, ...} stands for the interference Move v; out of V..
edges and the color set ¢&. end for
end while

B. Greedy vertex coloring algorithm (GCA)

Greedy algorithm is commonly used as heuristic in graph
coloring problems. It queues the vertices according to a rdP. Trade-off fair greedy coloring algorithm (TFGCA)
and then allocates to; the smallest available color not used |, FGCA, faimess is the most important factor for alloca-
by its neighbors, and adding a new color if necessary [14}y, which may cause major dip in network performance in
When the vertices are queued based on to their degregsne cases. For instance in Fig. 1, we assume that there are
the greedy coloring is called Welsh-Powell algont!]m (WPA}wo available channels, and let flows 5 and 1 were allocated th
which results in at most one more than the graph’s maximyghst in the previous time slots. The channels will be atieda
degree [13]. One problem with the greedy algorithm is, g shown in Fig. 2(a) by FGCA, in which flows 1 and 2
there is more than required number of available channads, thy ¢ 4jiocated with the same channel, and flow 5 is allocated
some channels may be allocated multiple times in a time sQfit the other channel. However, the best allocation with tw
but some are not allocated at all. Theoretically it is pdssibgsilaple channels is shown in Fig. 2(b), in which 5 flows
to reuse a channel in a cell when there are no conflictge gllocated with channels. Therefore, a trade-off fasedy
However, in practice, by using all the available channéis, tc|oring algorithm (TFGCA) is proposed, which provides a
chances of interference due to various wireless enV|rortm‘1erba|anCmg mechanism between performance and fairness in
factors could be mitigated. That is why we want to spread th@qcation. In TEGCA weightsW = {w;|,i = 1,2, ...,|V[})
selection of all the available channels. are assigned to flows, and they are queued according to their

When allocating channels in GCA we first consider the leagbgrees and number of times being allocated with channels as
used channels which have been already allocated to oth@fgwn below,

and a new channel is added if necessary. However, both the

queuing of flows and channels may cause unfairness among Kdedii.di if 7; =0, d; #0;

nodes, which leads to starvation of flows and bad link quality P 0 =0 7 0

This happens because the flows with less interference mayv; = 0 e :f j’ - 0' i 7 0: (8)
i = U, iy = U,

be allocated with channels while some highly interfered dlow Ia o
may never be allocated with channels. Kge % +Kpe 7 otherwise.
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TABLE |

PARAMETERS
Parameters Symbols | Values
Path loss exponent ¥ 2.0
Reference distance do 1km
Random variable Xy Gaussian random variablg
Received power Pra -90 dBm
Number of Channels - 21to 10
Tx antenna gain Gt 12 dBi
Rx antenna gain Gr 12 dBi

along with lognormal shadowing was used in simulations when
generating interference maps, as shown in Eq. (9) [14].

PL = Pry,,.. — Pro,ps,, = PLo + 10vlogy, d_do + X4, (9)
where PL is the total path loss between two communicating
CPEs with a distance @f. Pr,,,, andPg,,,, are the trans-
mitted and received power iiBm, which can be calculated
from transmitted and received powePs(, and Pg,) in watt.
Viable values ofPr, for CPEs can be obtained by Eg. (9),
to achieve power control and interference contfel is the

path loss at the reference distane Other parameters of the
simulations are listed in Table I.
The simulations were carried out in MATLABThe CPEs

Here,d; € D andn; € N are the degree and number of pregalre randomly deployed. Flows between a pair of nodes in

viously allocated channels for vertices (flows)respectively; a fime slot is generated randomly avoiding the conflicting

d; and @, are the averages(,; and K ¢ are two factors that ;:oxsin?srfdrescnbe(: ;?msfcltlov?/itavﬁ Il-]ler}cteh, ?nt "’l“;?r\?vge Aone
adjust the priorities of vertex degree and fairness, whieh a ow Interieres approximately at ot the total Tlows. A
entioned before. The conflict avoidance here is limited to

in [0,1]. In Eq. (8), the exponential functions compress th . ) .
vaIEJés]of deqre(e )differencpiiig 4y and the aIIocatiopn time Ee fact that a node is not part of two flows in the same time
9 i slot. Once the flows are generated, the interference between

difference ¢7%) into [0, ¢], which measure two types ofy,on, s found using distance based interference map, which i

differences on a smﬂar level. Moreover, we can find _th enerated with considerations to path loss componentdadi
w; € [0,2e]. Flows with smaller degree and lesser previo

I X hiah iah hich i h ... etc. Then the flows are allocated with channels by sharing
allocation get higher weights, which increases the paiyibi echanisms i.e., WPA, FGCA and TFGCA.
of assignment with available channels. TFGCA balances the

fairness and performance by merging both WPA and FG(2\ Results

with different weights. We have examined the optimal solution vs. the number

of channels based on the problem definition in Eq. (3), (4)

and (5) with IBM ILOG CPLEX Optimizer [15]. We have

A. Scenarios tested the cases with 40 flows and the number of channels

We consider a WRAN with 600 CPEs random|y dep|oyegrOWS from 1 to 15. As we can see in Flg 3, when the number
within a cell of 40km radius. The intra-cell communication in0f channels (from 1 to 8 in this case) is much less than the
P2PWRAN supports one hop routing. For example besides fhgmber of flows, the optimal solution grows linearly. When
direct flows as CPE-CPE and CPE-BS, there are also routffig number of channel keep growing, the optimal solutidh sti
flows as CPE-CPE-CPE and CPE-BS-CPE. However, in o@fiows. Therefore, we can predict that the optimal solution
simulations, we only considered the direct flows, because @rows linearly in our simulations with 600 CPEs and 2 to
flows with one hop routing can be broken into short f|ow§;0 channels, because the number of channels are much less
which has been introduced in [3}0% of randomly chosen the number of flows.

CPEs generate no-conflict peer to peer flow requests in everyl0 analyze and compare the performances of WPA, FGCA
time slot. In order to examine the performance of WPA, FGCANd TFGCA, three different metrics are used. They are (a)
and TFGCA with different number of channels, we vary thaverage flow allocation, (b) average channel allocatiod,(aj
available channels frord to 10. The interference map/ is fairness among flows indicating the fairness amongst CPEs.
generated based on the scheme as given in [9], where twp _ o , _ _
flows interfere if and only if the CPEs of one flow is in thQimeP Zﬁcﬁlfyerks'mu'?r“?,n ,ﬁttn %t f,:v?tﬂs'df rid h,?rﬁ’ ithat 'sﬁﬁmi""; Cifrta'rr,'
s packet Is trans el out experiencimy &ollision, It cal
transmission range of CPEs of the other flow. Friis path loss received by all the receiving devices in the range wittbabdity 1.

Fig. 2. Examples for FGCA and the best case.

V. SIMULATIONS
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Fig. 3. Optimal solution vs. number of channels.

For TFGCA, we simulated with different values &f,; and
K to show the “trade-off” ability of TFGCA. We also found
out the optimal allocation solutions with different numkur
available channels by IBM ILOG CPLEX Optimizer [15],
which maximized the channel utility. The results of our
simulations are shown in Fig. 4.

The average flow allocation is the number of times of chan-
nel allocation divided by the number of flows (in Fig. 4(a)),
i.e., U(A)/|F|. It indicates the network capacity from the
point of view of flows. We can see in Fig. 4(a) that, when
WPA was adopted, every flow was allocated more number
of times than TFGCA, while FGCA allocated the least. It
is because WPA queues the flows according to the degrees,
and flows with lesser degrees obtain higher chance of being
allocated than others. FGCA only considers fairness of flows
however, it leads to least number of flows being allocateti wit
channels. When the number of available channels increases,
all three values grow because flows with different channels
do not interfere with each other. Moreover, when TFGCA
was adopted, differences can be seen in Fig. 4(a). When
the weight of flow is formed with higher preference to the
degrees of vertices than fairness, the average number of flow
allocation increases because fairness is being givenrlesse
importance than performance in this case. The average ehann
allocation is defined byU(A)/|C|. Due to the reasons as
mentioned above, WPA allocates more channels than TFGCA,
and TFGCA works better than FGCA. However, average
channel allocation does not increase with the number of
available channels but decrease slightly. It is becausenwhe
more channels are allocated to the same number of flows, the
selection range of flows for every channel is less, whichdead
to lesser flows allocated with one channel. Whgp > Ky,

the channels were allocated more than wiién= K. The Fig. 4.

reason is that if fairness is considered with less impodan
during the queuing of flows than degrees, then the flows
with less interference than others get more priority during
the channel allocation. Fairness amongst flows is measured
by Jain’s index [16].

The base solution is shown in Fig. 4(a) and 4(b). The gap
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between the optimal solution and solutions of our schemes ig]
our simulations is because that FGCA and TFGCA are based
on GCA, which cannot provide the optimal solution for hard
problems, but only provides possibly good solutions.

In our analysis, the total number of times a floyy)(being
allocated with a channel is used to find the Jain’s Inde. (
Hence, Jain’s index in Fig. 4(c) shows the fairness of chiann¢s]
allocation amongst flows. WPA created severe unfairness and
FGCA is the fairest. FGCA queues the flows based on thej;
previous allocations, and tries to give high priority to flow
which have been allocated less channels than others. TFGGA
is a trade-off with fairness and network capacity therefase
fairness is higher than WPA but lower than FGCA. The valuegs]
of Jain’s index in the case dfy = Ky = 1 are much higher
than in the case oKy > Ky, because in the first case fairnessig
is considered to have higher priority than vertex degrebghv
gives more fairness but lesser allocation.

With the above results, we can see that WPA achieves highgj
network capacity but with severe unfairness, FGCA leads to
much fairer allocation but with lesser network capacityd ar‘Ei é]

]

(4]

TFGCA is moderate on both counts, where the weights
fairness and performance can be adjustedigyand K ¢.

VI. CONCLUSIONS AND FURTHER WORK (23]

Due to limited network capacity in WRAN, P2PWRAN was
proposed to provide direct peer to peer communication tj‘mou[
a centrally controlled mechanism matching with IEEE 802.225)
However, the channel allocation is different from standard
WRAN, because multiple channels can be allocated and
same channel can be re-allocated more than once per time slot
We found that the allocation problem is a variant of vertex
coloring problem, and we formulated it as a QCP problem.
Then we proved it to be computationally hard. WPA being
a greedy coloring algorithm causes severe unfairness ashong
flows during channel allocation. Therefore, FGCA is progbse
in this paper, which tries to obtain fair channel allocation
amongst flows but it could sometimes reduce the network
capacity. To balance the fairness and the achievable nletwor
capacity, TFGCA is proposed. TFGCA is a simple scheme to
implement and our simulation results confirm this featurnar O
next step is to fine-tune our channel allocation algorithms t
take it closer to implementation and deployment, considgri
dynamic nature of the wireless channels, parameters with
respect to PHY layer and fairness. There are still many open
issues in P2PWRAN too, such as inter-cell communication,
intra-cell routing issues, transmission power contratsigies,
and flow allocation problems. These should be addressed to
improve the fair channel allocation and increasing the natw
capacity in WRAN when P2P communication is needed.
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