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Abstract—The field of teleoperation coupled with force-
feedback will undergo a paradigm shift in the forthcoming years
with the advent of Tactile Internet (TI). Through TI, humankind
will enjoy the ability to control and manipulate remote environ-
ments in real-time by creating a perception of physical collocation
for the human operator. While research and development in TI
have seen a surge in the past few years, the overall progress is
constrained by two major barriers. Firstly, lack of a TI testbed
has made it difficult to establish a performance benchmark.
Secondly, asynchronous efforts led by sub-groups belonging to
different research disciplines have severely impeded the overall
progress of TI. In this work, we take the first step towards
addressing these open issues by developing a common testbed
for TI applications – Tactile Internet eXtensible Testbed (TIXT).
We begin by presenting a classification of the diverse range of TI
applications. This helps in making TIXT generic, modular, and
extensible. We then present the design principles of TIXT and
shed light on its implementation guidelines. Finally, we present
the proof-of-concept (PoC) of TIXT through demonstration of
two realistic use-cases of TI.

Index Terms—Tactile Internet, TI architecture, TIXT, classifi-
cation.

I. INTRODUCTION

Hitherto, human interactions with geographically distant
environments are limited to visual and auditory modes. While
audio and video communications have enabled humans to see
and talk to remote entities, they alone are insufficient to reach
the next frontier – teleoperation. Teleoperation, here, refers
to the ability to control and manipulate remote environments
in real-time such that physical collocation is perceived for
the human operator. The sensation of touch plays a key
role in such physical interactions. Therefore, augmenting the
haptic feedback along with audio and visual communication
will provide a sense of truly being present in the remote
environment. This requires ultra-low latency (ULL) communi-
cation, typically in the order of a few milliseconds. The field
of Tactile Internet (TI) aims to realize this grand vision of
ULL communication [1]. Once deployed, TI will disrupt the
fundamental way in which we perceive remote environments.

The TI wave has garnered massive attention recently due to
its potential to unlock the gateway to a world of unprecedented
applications impacting every aspect of our lives, such as
health, education, and entertainment. Such a system enables
humankind to benefit from the best of both worlds, wherein
a skilled operator can be located in his/her comfort zone
and still cater to emergencies in remote places which are
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Fig. 1: A high-level representation of TI highlighting the
operator, teleoperator, and the various components of the
network domain.

otherwise inaccessible, for example, due to logistic or safety
constraints. Promising use-cases of TI include telesurgery,
remote disaster management including rescue and clean-up,
tele-servicing/repair of machinery, cooperative automated driv-
ing, logistic robots in smart industries, and collaborative VR
gaming. Note that TI also encompasses applications involving
teleoperation between machines. Due to its potential to foster
the industrial revolution, several industrial giants, such as
Nokia, Vodafone, and Ericsson, are investing massively in TI
[2]. Early estimates suggest that the market potential of TI
could exceed $20 trillion [3].

A high-level representation of TI is presented in Figure 1.
For concreteness in exposition, let us consider the mission-
critical TI use-case of telesurgery. The doctor, referred to
as operator, performs a medical procedure by controlling a
remote robotic device, referred to as teleoperator, that operates
physically on the patient. Haptic-audio-visual signals captured
by the teleoperator are transmitted and displayed to the oper-
ator via wearable devices. The operator and the teleoperator
with the necessary control and communication capabilities are
jointly referred to as master domain and controlled domain,
respectively. The network domain houses the core network
infrastructure for facilitating communication between master
and controlled domains.

Interestingly, the promising benefits of TI extend beyond
what it has been initially envisioned for. TI’s ability to enable
teleoperation reduces the need for humans to travel physically
to far off places to perform actions. Further, cooperative au-
tomated driving, such as convoy of autonomous vehicles, has
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been proven to substantially cut down on the fuel consumption.
Emissions arising from transportation are known to be one of
the major contributors to the aggravating problem of climate
crisis [4]. In this context, TI manifests enormous potential to
reduce the global carbon footprint, and thereby take a giant
leap towards environmental sustainability.

As the saying goes, “there is no such thing as a free lunch”,
formidable barriers need to be overcome before we reap the
full benefits of TI. Predominant ones include designing tech-
niques for ULL communication (typically sub-10ms), accurate
sensing and actuation, control loop stability, data compression,
among many others. As can be seen, TI is at the crossroads of
several independent engineering and scientific disciplines, such
as human psycho-physics, mechanical design, communication
and control engineering. This has led to widespread research
and development activities in both industrial and academic
communities towards developing TI solutions. While this is
desirable for a speedy realization of TI, two major barriers
constrain it.

• Several independent research groups belonging to different
organizations are developing TI solutions under heteroge-
neous experimental settings. For carrying out a reasonable
performance comparison between them, it is imperative to
bring them to a common ground. This requires a standard
implementation of the TI framework that serves as a testbed.
However, such a system does not exist in literature. This
makes it challenging to create a performance benchmark.
Due to the lack of such a testbed, the need and development
for new hardware and software techniques, algorithms and
modules at every layer of the TI network stack will be hin-
dered. For instance, algorithms for adapting session quality
based on network dynamics. Furthermore, when deploying
TI, estimating the quality of a session apriori becomes
important before deploying mission-critical applications.
Again, a testbed is amiss for such requirements.

• It is crucial that the sub-groups belonging to different
disciplines work in synergy. However, there currently exists
an evident disconnect between them. For instance, mechan-
ical and control researchers simulate network characteristics
without employing any real network. This is due to the lack
of expertise in setting up a real network. While this could
suffice for a preliminary investigation, thorough analyses are
meaningful only in the presence of real network behaviour.
Similar issues exist in other domains as well.

Such asynchronous research efforts are not desirable for all-
round progress of TI. To bridge this large gap and facilitate the
large-scale roll-out of TI, there is a severe need for laying out
implementation practises to be followed as well as establishing
a common ground in the form of a testbed that conforms to
a generic TI architecture. In this paper, we take the first step
in this direction through the design of TIXT - Tactile Internet
eXtensible Testbed. Our primary contributions in this work
are as follows.

• We present a detailed classification of the broad range
of TI applications along with example use-cases for
each class. This enables us to understand the important
modules of a generic TI application.
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Fig. 2: Classification of TI applications based on the interac-
tion environment and the operator-teleoperator combination.
H-M refers to human operator-machine teleoperator. Other
classes are abbreviated in a similar fashion.

• Based on this, we provide a generic TI architecture, which
is also in line with the architecture being conceived in the
IEEE P1918.1 standards working group on TI [5]. We,
then proceed to the main proposal of our testbed, TIXT,
and its architecture. We also outline the flexibility offered
by TIXT and few implementation practices on how to
experiment with a specific module in TI.

• We present the PoC of TIXT by demonstrating two
typical TI use-cases belonging to different classes.

II. CLASSIFICATION OF TI APPLICATIONS

This section aims to provide a classification of the hetero-
geneous TI applications that are currently envisioned. This
enables us to design TIXT in such a way that it is compatible
with all TI applications. We present our two-level classification
in Figure 2. While the first level classification is based on
the nature of the controlled environment (physical or virtual),
the second level takes into account the type of operator-
teleoperator combination. Note that each of the operator and
the teleoperator can be either a human or machine. We describe
each of the TI classes using realistic TI use-cases.

1) Physical TI interaction: This class involves a teleopera-
tion in a physical environment. A few use-cases belonging to
this class include telesurgery, remote disaster management, and
cooperative automated driving. Based on the nature of operator
and teleoperator, we divide this class further as follows:

• Human operator-machine teleoperator (H-M): As the
name suggests, this category of applications is characterized
by a human operator manoeuvring a machine teleoperator
through haptic feedback. This class is represented as H-
M in Figure 2 under the physical interaction class. Let
us take telesurgery as an example use-case for this class.
The kinematics signal corresponding to the doctor’s actions
is captured and transmitted over the network domain. The
received signal at the controlled domain is used to stimulate
the actuators on the robotic device (for example, a servo
motor) to replicate the doctor’s hand movements. Any
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Fig. 3: Block diagram representation of the generic TI architecture that is based on the architecture proposed by IEEE P1918.1
TI standards working group in [5]. This architecture aids us in the design of the proposed generic TI testbed.

changes at the controlled domain, as a result of the actu-
ation or other external factors, are captured by the sensors
(for example, pressure sensor, camera, and microphone)
and transmitted back to the master domain. This is then
displayed to the doctor enabling him/her to make further
educated decisions on the task. This class also subsumes
applications involving multiple human operators controlling
one or more machines to perform a collaborative task. For
instance, rescue operations or radioactive cleaning up in a
disaster-stricken zone.

• Machine operator-machine teleoperator (M-M): This
category of TI applications involves a machine operator
controlling another machine to performs a physical oper-
ation without or with minimal human intervention. This
class is represented as M-M in Figure 2. Note that the
haptic feedback is unnecessary for this class of applica-
tions. Let us take the example of convoy of autonomous
trucks that have garnered attention recently due to their
fuel-efficiency. Smaller distance between the trucks implies
higher fuel savings. This can be potentially achieved with
ULL guarantees of TI. The commander truck (master do-
main) dynamically changes its speed and direction based on
the time-varying traffic conditions and the destination. These
updates are sensed and communicated to all the follower
trucks (controlled domain), which then actuate, for example,
the accelerator and the brakes in order to synchronize with
the commander. These changes are continuously sensed and
transmitted back to the commander, which further guides
the followers to the correct trajectory. Other example use-
cases include smart factories that make use of logistic robots
for fully automating industrial processes and Internet of
autonomous drones.

• Human operator-human teleoperator (H-H): In this cat-
egory, a human operator performs a physical, non life-
critical operation through a human teleoperator. This class is
represented as H-H in Figure 2. An example use-case is tele-
repair of machinery, where a skilled human operator located
in a call centre (master domain) repairs a broken vehicle
by using an unskilled human present in the controlled
domain as his/her avatar. The teleoperator could wear an

exoskeleton that guides him/her to follow the operator’s
actions. The operator receives haptic-audio-video feedback
from the controlled domain. Such a system not only relaxes
the heavy demand for skilled operators that are limited and
saves resources due to less/no transits, but also reduces the
need for deploying a high-precision robotic device to enable
teleoperation.
2) Virtual TI interaction: This category of TI applications

involves manipulating remote objects in a virtual environment
(VE). Since the operation is virtual in nature, the teleoperator
is invariably a machine. Further, two machines interacting
remotely in VE holds no significance in real-world. Hence,
there exists a single category in this class of TI applications.
• Human operator-machine teleoperator (H-M): This cat-

egory involves one or more human operators interacting
with a virtual object via force feedback. A typical use-case
is immersive, multi-player networked VR gaming. In such
a scenario, physical actions of geographically-distributed
gamers’ (master domain) are sensed locally and sent to
a centralized server (controlled domain) running a high-
dynamic physics engine. These movements are then mapped
to a shared VE, which then determines the visual, audio,
and haptic feedback that need to be transmitted back to each
gamer. Another use-case is telemedicine, for example, online
physiotherapy, where a physiotherapist and a distantly-
located patient can collaborate in VE for performing a task
involving force feedback activity to help the patient regain
muscular and motor skills.

III. A GENERIC TI ARCHITECTURE

Based on the different application categories presented in
the previous section, we can identify the following core
components in any TI application:
• Sensor: This component is present in both master and con-

trolled domains, wherein it captures the tele-manipulation
instructions in the master domain (e.g., kinesthetic inputs
or acceleration inputs) and the changes due to the results
of tele-manipulation in the controlled domain (e.g., haptic
feedback).
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Fig. 4: The modular architecture of TIXT.

• Actuator: This component is again present in both master
and controlled domains. In the controlled domain, these
components execute the operator’s instructions. In the mas-
ter domain, an actuator is used to render haptic feedback or
may be a display for visualization.

• Compute: This component provides the computation and
control logic; it assimilates the sensor/actuator data and
generates the control commands intended to accomplish the
application goals in the master and the controlled domain.

• Network: This module bridges the master and the controlled
domains and is responsible for ULL communication be-
tween the two domains.
With these necessary components, we present a generic TI

architecture (see Figure 3) that can cater to the categories
of applications presented in the previous section. This archi-
tecture is a simplistic version of the architecture proposed
by IEEE P1918.1 TI standards working group that has been
published in [5] that aids us in designing a generic testbed.

The master and controlled domains could consist of one
or more Tactile Devices (TD), which refers to devices with
sensing and actuation modules along with intelligent control
and networking capabilities. Note that sensing and actuation
deals not only with haptics, but also with audio and video
signals. Each TD could be a stationary or mobile device.
The compute module of TD can further be composed of the
following elements.
• Application logic that houses the ‘controller’ functionality

in the master domain along with the responsibility of in-
terfacing with peripherals, multiplexing multimedia signals
and communicating these with the controlled TDs. In the
controlled domain, the application logic module is the same
without the controller functionality. For its functions, it
coordinates with the media codecs and intelligent edge
algorithms modules to deliver a seamless TI application.

• Media codecs that digitize and provide encoding/decoding
functionalities for haptic (both kinesthetic and tactile), au-
dio, and video signals efficiently.

• Intelligent edge algorithms that monitor and adapt the
application parameters to meet the required quality of ex-

perience (QoE) despite any network delays and losses.
TD also encompasses a networking module that enables
connectivity (C1 in Figure 3) to a gateway node (GN).
The connectivity could be through any wired/wireless/optical
networking technology.

A Gateway Node (GN) is responsible for enabling the
first/last mile connectivity to TDs. The networking module
in GN switches packets between the network domain and one
or more TDs that are connected to the GN. As networks can
offer time-varying performance, the intelligent edge algorithms
in a GN can choose the best network(s) or adapt networking
parameters to maintain the quality of a TI session.

The network domain encompasses 5G networks and other
ULL technologies that provide connectivity to the edge devices
along with core network functionalities to route packets. The
core network may employ software-defined networking (SDN)
technologies to provide a higher quality of service (QoS) to
TI applications. Furthermore, the network domain provides
connectivity to cloud computing facilities, in case the TDs
want to leverage, and servers for TI session establishment and
tear-down.

IV. TIXT: TACTILE INTERNET EXTENSIBLE TESTBED

In this section, we present TIXT – Tactile Internet eX-
tensible Testbed – our vision towards building a generic,
modular, and extensible TI testbed platform encompassing
several standard TI functionalities that can be readily utilized
off-the-shelf. This facilitates easy development and testing of
a broad range of TI applications.

A. Architecture

TIXT’s architecture, as shown in Figure 4, follows the
lines of our generic architecture presented in Figure 3. Apart
from TDs and GNs, there are a few more modules that are
explicitly depicted, such as base station, SDN/NFV, cloud, and
server modules. Below we explain the different modules in the
architecture.
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In the master domain, TD is a real device such as a Novint
Falcon/haptic gloves for H-H/H-M applications or a software
controller for M-M applications. In the controlled domain, a
TD can be a surgical robot or VE. As we intend to develop
a real-world testbed, this module must be implemented as it
would be in a real TI application.

As indicated in the figure, GNs are optional as a TD may
directly connect to the network domain, for instance, through
5G networks, Ethernet, or optical fibers. If 5G networks are
to be experimented with, then a 5G base station module can
be deployed. The packets from a TD are routed through this
module to the network domain.

For the core network, we propose to employ a network
emulator. We choose a network emulator over a simulator,
as in [6], since we are interested in mimicking the behavior
of a live network, while a simulator utilizes mathematical
models of traffic, network models, channels and protocols
and hence not close to a real-world testbed. This module
can be configured with parameters to emulate the loss, delay,
and jitter characteristics as in a real network; for instance,
based on a measurement campaign on a real URLLC network
and then employing these characteristics in this module. Due
to this, the scope of this module can be varied depending
on the experiments. In one case, the core network could be
configured to emulate the end-to-end network characteristics
i.e., encompassing all network characteristics between GNs in
the master and the controlled domains. In another case, this
module may be shrunk to represent a tiny part of the core
network.

B. Implementation Guidelines

In this section, we explain the interfaces and provide impor-
tant implementation guidelines to setup suitable experiments.

Typical tactile sensors and actuators can be interfaced to
micro-controllers or a PC/laptop. While the micro-controllers
can implement, at the very least, the basic versions of the
necessary sub-modules, PCs can implement sophisticated al-
gorithms and codecs. The micro-controllers can also be inter-
faced with a PC, if necessary.

GNs, as mentioned earlier, is an optional module. This
module can be implemented on a hardware, such as PC, single-
board computers and the likes. The connectivity between TDs
and GNs, C1, can be wired, wireless, or any other type of
communication technology.

The interface, C2, can be implemented through a network
interface hardware or a simulator, such as NS3. NS3 has
the ability to send and receive packets from a real network
interface. We envision that the network emulation module
transacts with standard Internet Protocol (IPv4/IPv6) packets.
That is, the C2 interfaces terminating at the emulator and C3
use IP packets to communicate with other modules.

Since all the communication interfaces are based on stan-
dard technologies, TIXT becomes inherently extensible. For
instance, consider that one would like to simulate 5G networks
in TIXT. In such a case, the C2 interface between GN and
the base station must employ the necessary 3GPP standards.
Such an interface can be built in simulators such as NS3.

Fig. 5: Demonstration of TI use-case of H-M interaction in
VE using TIXT. The VE is rendered on a remotely located
computer (laptop in the figure) and the human operator looks
at the desktop monitor while operating the haptic device.

A 5G topology would be created in NS3, which includes a
device representing the GN (simulated GN) with an IP network
interface. The GN will send all its packets to the simulated
GN, and then a 5G communication network can be looped
into the testbed. The 5G network gateways can send out IP
packets to the network emulator interface.

Consider another case wherein a real base station has to be
connected to TIXT. As long as the device outputs IP packets to
the emulator, the base station can be interfaced. For emulating
URLLC in 5G networks, we envision using a software-defined
radio with the OpenAirInterface 5G implementation.

Similarly, in the core network, experiments on SDN can
be done by either connecting a real SDN enabled switch or
through a simulator for SDN enabled switch and talking IP
packets to the emulator. Another case in point is interfacing
external cloud servers or session management servers easily.

Therefore, TIXT is modular and extensible as it is loosely
coupled using standard communication technology interfaces.
Any TI scenario with a combination of simulators and real
hardware can easily be incorporated in the same experiment.
This makes TIXT also generic while allowing for a complex
TI scenario to be evaluated reliably in an almost live network
on a table.

C. Proof-of-Concept (PoC)

In this section, we present the PoC of TIXT through
demonstration of two realistic use-cases belonging to different
classes: (i) H-M in VE, and (ii) H-M in physical environ-
ment. We explain the implementation details of the different
elements of TIXT pertaining to these two applications. It is
important to remark that the other classes of applications can
be seen as elementary extensions of the ones presented here,
thanks to the modular and extensible design of TIXT.

1) H-M in VE: For this class, we designed a simulated
environment with haptic feedback enabled by a physics engine
shown in Figure 5.
• TD: The human operator interacts with a remotely rendered

VE application using Novint Falcon haptic device [7]. The
physics in VE is simulated using Chai3D – a cross-platform,
C++-based haptic framework [8]. The VE comprises of
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Fig. 6: Demonstration of TI use-case of H-M interaction in
physical environment using TIXT where the human operator
wears an exoskeleton and controls the remote robotic arm.

a solid cube placed on a rigid surface. The task for the
operator is to move the cube towards a pre-determined target
location in the VE. The desktop workstation (only monitor
shown in the figure) along with the haptic device forms the
TD in the master domain, whereas the laptop running the
VE forms the TD in the controlled domain.

As a haptic (kinesthetic) codec, we implement perceptual
deadband based on Weber’s law of perception [9]. To
reduce the high bandwidth requirement of video feedback,
we take the following design approach: The master TD
locally renders a copy of the VE which is communicated
by the controlled TD at the beginning of the session.
Only the updates to the VE as a result of the interaction
are communicated at the standard haptic sampling rate of
1kHz. The master TD then applies these updates to the
VE to generate the haptic and visual feedback locally. To
achieve this optimal TI communication, we use the code
base provided by Bhardwaj et al. [10] in which the authors
implement haptic interaction on a non-networked setup.

• Network domain: The real network characteristics are
generated using Netem, a standard network emulator, in-
stalled on a dedicated workstation running Ubuntu 18.04
OS. A GUI allows the user or network administrator to
systematically configure network parameters such as latency,
jitter, loss, and buffer size. For packet loss, we choose
Gilbert-Elliott model since it is known to capture the losses
on Internet at a reasonable level.

2) H-M in physical environment: We developed an appli-
cation where the operator wears an exoskeleton device to grasp
a remote, physical object through a robotic arm, as shown in
Figure 6.

• TD: The exoskeleton and the arm, both manufactured by
Lobot Robot [11], are embedded with kinematic sensors
and servo motors, respectively. The arm has 15 degrees of
freedom – 3 DoFs for each of the 5 fingers of the hand. We
employed an Arduino Mega 2560 board in conjunction with
the arm since the arm has no on-board computational unit.
The kinematics signal generated due to the hand movements
of the operator are transmitted to the robotic arm. The
exoskeleton and the arm, along with their corresponding
workstations, form the TDs in the master and the controlled

domains, respectively. For the sake of simplicity, we did
not mount any force sensors on the arm. We employed a
commodity webcam in the controlled domain and displayed
the the visual scene in the controlled domain to the operator
using a computer monitor. Therefore the human operator
utilizes only visual feedback for this task. However, it is
worth remarking that TIXT encompasses necessary software
implementation such that by merely embedding force sen-
sors on the arm, the operator can be supplied with force
feedback.

• Network domain: The implementation of the network
domain is the same as in case of H-M interaction in VE
setting that we described earlier in Section IV-C1.

In both of the above use-cases, several human subjects were
invited to interact with the remote environments. We were
able to conduct repeatable and reliable experiments across the
user set, thereby substantiating the validity of TIXT. We also
employed TIXT for conducting TI experiments, the results of
which are presented in our recent work [12].

V. LESSONS LEARNED

In the course of design and implementation of TIXT, we
learned several important lessons for ensuring compliance to
stringent requirements of TI applications. We outline them in
this section.

• Characterisation and optimisation: Accurate characteriza-
tion of each and every sub-module employed in the testbed,
such as haptic/audio/video interfaces, wires/wireless com-
munication technologies, network emulators/simulators and
OS, is crucial for performance evaluation. For instance, we
observed that while Linux OS guarantees haptic sampling
rate of 1 kHz, the sampling rates on Windows show vigorous
fluctuations between 300 Hz and 1 kHz. Further, configu-
ration of the devices for optimal performance is necessary
to avoid any undesired latency in the TI application. For
example, haptic frames need to be processed invariably at
1 kHz, whereas video frames require only 30-60 Hz. We
found that high priority sub-tasks should be executed by
spawning separate threads, while multiple low priority ones
could be grouped together depending on their frequency of
execution.

• Modelling: When employing network emulators or simula-
tors, models that closely represent the real-world networks
should be employed. This ensures that the testbed is useful
in characterising and generalising the performance of TI
algorithms and other sub-modules.

• Clock synchronization: Intelligent orchestration between
network domain components at fine-grained timescales is
crucial for TI. This demands clock synchronization with an
accuracy of sub-microseconds or higher. Several protocols
are available for this purpose, such as Network Time Pro-
tocol (NTP), Precision Time Protocol (PTP). While clock
synchronization is relatively straightforward on local or
small networks, thorough investigation is necessary before
choosing the synchronization protocol for large networks.
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VI. RELATED LITERATURE

Several testbed proposals for URLLC applications have
emerged in recent times; see, for example, [13], [14], [15].
The work in [13] presents a testbed for autonomous driving
with 5G network. This testbed is extremely tuned to a specific
use-case which significantly limits its applicability for TI
applications. The work in [14] presents a testbed for Cyber-
Physical System (CPS). A generic CPS application differs
widely from TI application, for example, in terms of the
existence of tight control loop and ULL requirements, thereby
making this testbed infeasible for TI. The work in [15]
specifically proposes a 5G testbed framework for the phys-
ical layer. The authors in [6] present a framework designed
specifically for TI. However, this framework is tailor-made
only for physical remote environments. The authors do not
discuss the extensibility with other classes of TI applications.
Lack of generic testbeds motivated us to design a generic,
modular, and extensible testbed for TI applications.

VII. CONCLUSIONS

Tactile Internet (TI) has gained significant research em-
phasis in the recent past due to its potential for providing
perceived collocation of remote environments. While remark-
able progress is being achieved in the direction of building
TI sub-systems, two major barriers exist: (i) lack of com-
mon ground for establishing performance benchmark, and (ii)
asynchronous research efforts across different TI disciplines.
These are severely impeding the overall progress of TI. In
this paper, we took the first step towards addressing these
issues through the design of TIXT – a generic, modular, and
extensible testbed for TI applications. First, we carried out
a classification of the broad range of TI applications. Using
a generic TI architecture, which aligns with the architecture
proposed under P1918.1, we presented the design and imple-
mentation guidelines of TIXT. We demonstrate the PoC and
general applicability of TIXT through two realistic TI use-
cases belonging to different TI application classes.
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Fig. 1: A high-level representation of TI highlighting the operator, teleoperator, and the various components of the network
domain.
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Fig. 7: Classification of TI applications based on the interac-
tion environment and the operator-teleoperator combination.
H-M refers to human operator-machine teleoperator. Other
classes are abbreviated in a similar fashion.
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Fig. 3: Block diagram representation of the generic TI architecture that is based on the architecture proposed by IEEE P1918.1
TI standards working group in [5]. This architecture aids us in the design of the proposed generic TI testbed.
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Fig. 4: The modular architecture of TIXT.
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Fig. 5: Demonstration of TI use-case of H-M interaction in VE using TIXT. The VE is rendered on a remotely located computer
(laptop in the figure) and the human operator looks at the desktop monitor while operating the haptic device.
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Fig. 6: Demonstration of TI use-case of H-M interaction in physical environment using TIXT where the human operator wears
an exoskeleton and controls the remote robotic arm.
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