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Abstract

Key issues in wireless sensor networks such as data
aggregation, localisation, MAC protocols and routing, all
have to do with communication at some level. At a low level,
these are influenced by the link layer performance between
two nodes. The lack of accurate sensor network specific ra-
dio models, and the limited experimental data on actual link
behaviour, warrant additional investigation in this area.

In this paper we present the results from extensive exper-
iments, exploring several factors that are relevant for the
link layer performance. These include (i) the effect of in-
terference from simultaneous transmissions, which has not
been looked into before, (ii) the degree of symmetry in the
links between nodes, and (iii) the use of calibrated RSSI
measurements. Finally, we present some guidelines on how
to use the results for effective protocol design.

1. Introduction

Wireless sensor networks promise many new applica-
tions through the use of small and cheap wireless sensing
devices that can run on battery power for several months or
years. Nodes will have a very tight energy budget, few pro-
cessing resources, little memory, and limited communica-
tion capabilities. This combination of strict constraintshad
not been previously addressed in research on wireless net-
works and mobile computing, and opens up new challenges.
Together with the promise of new and exciting applications,
this has given rise to the development of new algorithms for
wireless sensor networks on various topics like localisation,
routing, medium access control, etc.

Since wireless communication is expensive in terms of
energy consumption, managing it efficiently is at the heart
of many sensor network specific protocols. However, the
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mental model that protocol designers often use during de-
velopment is not much more sophisticated than a simple cir-
cular model. Although it is well known that this is an over-
simplification, empirical data on the behaviour of wireless
links in realistic environments using cheap hardware, has
so far been limited; we are only aware of a few publications
that include detailed measurements [2, 8, 9]. Having a bet-
ter understanding of the actual behaviour of wireless links
can benefit protocol design by drawing attention to poten-
tial problems otherwise hidden by a too simple model. For
example, geographic routing fails miserably in the presence
of bad links [10].

Sensor networks are expected to be deployed at a scale
of potentially hundreds or more nodes. Real experiments
at this scale can be difficult, so simulations are often used.
Currently, popular simulators like the ns-2 network simula-
tor [14] and GloMoSim [12] gloss over link layer details and
use antenna, propagation, and interference models that are
inaccurate. The OPNET simulator [6], on the other hand, in-
cludes very detailed models, but is expensive and computa-
tionally complex. In order to develop adequate models that
capture the important effects, and nothing more, we need
detailed information about actual link behaviour.

In this paper we present the results of extensive link layer
measurements with prototype hardware (51 nodes) in differ-
ent environments (indoor, outdoor, open space). We focus
on aspects that are important for protocol design: the influ-
ence of the environment, directionality in the nodes’ anten-
nas, the degree of symmetry in the communication links, the
effect of interfering transmissions, and the possible use of
the received signal strength indication. Finally, we present
some guidelines on how to use the results for effective pro-
tocol design.

2. Test method

For our tests, we used nodes from the European EYES
research project [11], built around 5 MHz Texas Instru-
ments MSP430F149 processors equipped with 2 KB
RAM (data) and 60 KB ROM (code). The nodes have a
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Figure 1. EYES node with embedded antenna.

256 KB EEPROM memory. The radio used is an RFM
TR1001 [7], similar to the radio used on the popular MICA
motes [13]. It uses amplitude shift keying (ASK), and oper-
ates at 868.35MHz and 115 Kbps. The radio is connected
to a dipole antenna, which is embedded in the printed cir-
cuit board (PCB) for robustness. The node, and a closeup
of the antenna are shown in Figure 1. Using a digital po-
tentiometer, we can control the transmit power in 32 linear
steps, where 0 is the lowest and 31 the highest trans-
mit power setting.

Packets are sent and received using the MSP430’s inter-
nal UART. All packets start with a preamble, consisting of a
training sequence of three 0x55 bytes, followed by a 0 byte
and 11 high bits to synchronise the receiver’s UART to the
correct start bit (tests were also done with a more balanced
preamble where the UART was manually synchronised, but
this led to significantly worse performance). Then a start
byte, 0x50, is sent to signal the beginning of the packet, fol-
lowed by the header and payload in a 4b8b encoding that
ensures a DC-balanced signal and allows for limited er-
ror correction. In contrast to ordinary Manchester encod-
ing, which takes only care of DC balancing, we use an en-
coding that increases the Hamming distance between most
codewords. This enables us to correct bit errors in some, but
not all cases.

We performed experiments in three different environ-
ments. The hardest one was in a corridor in our building,
where there are a lot of reflections. The second one was
a tennis court, which is mostly featureless, except for alu-
minium net posts, lying flat on the ground, an iron wire
fence surrounding the courts, and some iron lines around the
concretes slabs that make up the courts. Finally we tested in
the middle of an Astroturf field-hockey pitch, with no ob-
vious sources of reflection within at least two radio ranges
(over 20 metres to the nearest fence).

In all our tests, the nodes are aligned on a straight line.
Nodes were places on the ground, with the batteries touch-
ing the ground as shown in Figure 1. The node at the be-
ginning of the line sends a packet every 50 ms, containing
a payload of 10 bytes, which includes a sequence number.
Each run lasts for 2048 packets, or 102.4 seconds. The other
nodes are receivers and keep a log of which packets they re-
ceive and which they have missed. This data is written to

EEPROM, as well as various statistics such as received sig-
nal strength indication (RSSI), and the number of bit errors,
which we can detect as long as the synchronisation is not
lost because the receiving nodes know the contents of the
messages that will be sent. In practice, we discovered that
messages are either received and decoded correctly with-
out any errors, or the start symbol is not correctly detected
at all; we rarely encountered a checksum failure. We conjec-
ture that our preamble and start symbol detection only suc-
ceeds when the Signal-to-Noise Ratio (SNR) is at a rather
high level, which warrants the correct reception of the sub-
sequent data bits. Note that this binary behaviour is unique
to our hardware/software setup as others do report frequent
bit errors in noisy conditions [9].

3. Environmental effects

In our first set of experiments we will look at the influ-
ence of the environment on packet reception. While this is
generally ignored in simulations because it is too hard to
model, we found it to have a significant impact on our re-
sults. We placed 51 nodes in a straight line in the corridor.
The first receiver was placed at five metres from the sender,
and nodes were placed one metre apart up to 15 metres from
the sender. From there they were placed half a metre apart.
We tuned the transmit power such that the whole radio range
fits in this area, resulting in power setting 23 (out of 31).

Figure 2 shows the result of our first run, which we will
use as a base to compare other data to. The figure clearly
shows an area, up to about 16 metres, where packet recep-
tion is almost perfect. Beyond this we would expect a sud-
den drop to 0 percent reception as the signal-to-noise ratio
drops below the required minimum. However, instead we
see a very erratic picture with nodes relatively close to the
sender performing poorly, and nodes farther away receiv-
ing almost all packets. This is consistent with thegray area
shown in [9]. For reference, we will indicate the gray area
in our results by shading along the x-axis (cf. Figure 2).
The gray area is important. For example, in Figure 2, the
gray area covers about half of the radio range, and assum-
ing a circular model and uniform node distribution, about
75% of the neighbours are involved.

3.1. Link quality

We classify links asgood, mediumorbad. Good links are
links with 85% reception or more. These links are useful for
communication since the packet loss can be handled by re-
transmissions. Bad links have a reception of 15% or less,
and are links that are mostly dead. Medium links do not de-
liver enough messages to be useful, but do deliver enough
so that they can be a problem for many protocols. For ex-
ample, routing protocols need to consciously avoid them be-

225



 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 0  5  10  15  20  25  30  35  40

R
ec

ep
tio

n 
ra

te

Distance (metre)

Figure 2. Packet reception in the corridor (base run).

cause many packets will be lost, even though enough may
get through to setup the route. Similarly, for MAC proto-
cols, these links will cause collisions and interference, but
the performance may not be good enough to complete a
whole RTS/CTS/DATA/ACK exchange.

Looking at Figure 2 again, we observe that most links are
either good or bad. Of the 37 nodes in the gray area, only 7
have medium performance links.

3.2. Factors contributing to the reception pattern

There are many different factors that can influence the
number of packets a node receives:

1. Multipath effects

2. Human activity

3. Receiver sensitivity

4. Sender characteristics

5. Node orientation (Section 4)

6. Interference from other nodes (Section 6)

7. Background noise / temperature / humidity

For each node the performance is determined by the sum of
all these factors. We believe the pattern we see in the gray
area is caused by complex multipath effects in the corri-
dor that degrade the signal in some spots, and amplify it in
others (even increasing the radio’s range). To verify this,
we need to rule out possible other causes. Only the sec-
ond and third factor could potentially be responsible for the
gray area – the others will affect packet reception, but can-
not cause the gray area by themselves.

Temporal behaviourThere are several effects that are time
dependant and that can influence packet reception. Some
of those may cause local disturbances that contribute to the
gray area effect. The activity of people within the building
changes during the day, and the equipment they operate may
affect our measurements. Also, the temperature changes
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Figure 3. Base run setup on a different day.

during the day, which may affect our radios and batteries.
Although the measurements were done during daytime, hu-
man activity was very limited and the experiments were
done without any people in the corridor.

So one of the first things we want to know about the pat-
tern we see in Figure 2 is how stable it is over time. To
determine the ‘short’ term behaviour, in the order of min-
utes, we did three identical runs of our base scenario imme-
diately after each other. The difference between them was
minimal. Incidentally, an individual node may perform bet-
ter or worse, but the overall picture was identical. This is
confirmed by the average reception of all nodes. The three
runs scored 53.54%, 55.53%, and 55.49%.

We also tested long term stability of the behaviour, by
doing more runs on different days. The run that showed
most deviation from the base run is shown in Figure 3.
There is clearly a big difference between the base run and
this one. The average reception over all nodes has gone up
from 53.54% to 67.62%. But still the pattern of highs and
lows is the same, except for some exceptions around 22 me-
tres. Nodes that performed well in the base run still perform
well, and nodes that performed badly still perform badly.
Similar fluctuations were found between identical runs a
few hours apart.

This is consistent with the idea that different factors in-
fluence the performance, but that the pattern is caused by
reflections in the corridor. Clearly some external factor has
changed compared to the base run, and has improved the
performance of all nodes. This could for instance be tem-
perature, since this test was done at a different time of day.
However, the positions of the nodes, and the geometry of
the corridor have not changed. Therefore, the reflection pat-
tern is still the same, although all nodes are receiving more
packets.

Individual node performanceAnother possible candidate
for causing the reception pattern is differences in the sen-
sitivity of individual receivers. To determine how this influ-
ences our measurements, we shifted all nodes 3 positions
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Figure 4. Shifted receivers (a,b) and different
sender (c,d).

forward, wrapping the last three around. The first receiver
is now at position 4, and the last receiver has come around
to position 3. The result is shown in Figure 4(a).

If receiver sensitivity was causing the gray area, the en-
tire pattern should have shifted three positions to the right.
However, this has not happened. Figure 4(b) shows the dif-
ference between Figure 4(a), and the base experiment. If the
pattern had shifted, we would see many more long bars. In-
stead all but a few show very little change. We see individ-
ual nodes performing better or worse. This is something we
see throughout all our tests. It is caused by various sources
of noise that are beyond our control. However, when we
look at the characteristic peaks and drops, we see that they
are still in the same location.

We also replaced the sending node, and again the basic
picture remained the same, shown in Figures 4(c) and 4(d).
This indicates that the difference in the characteristics of in-
dividual nodes is not large enough to have a significant im-
pact on our measurements.

Other environmentsBecause all the features in an office
corridor are bound to cause many reflections, we repeated
these experiments in two different environments. In Fig-
ure 5(a) we see the reception for the same experiment on
a tennis court. The gray area effect is indeed much less pro-
nounced than in our initial tests, since there are less things
for the signal to reflect off. However, even in this clean en-
vironment, there is still a gray area of significant size. It is
most likely caused by to the fence around the courts and the
aluminium net posts. Also note that the radio range was re-
duced significantly, and we had to do this experiment at the
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Figure 5. Packet reception on the tennis court (a)
and hockey pitch (b).

maximum power level. This is possibly due to the fact that
the reflections in the corridor caused the signal to propa-
gate farther than in a completely open space.

We did a third set of experiments on a hockey pitch. In
this environment, there was not anything within the radio
range that could interfere, and as a result, the gray area is
minimal.

The last two experiments show that the gray area is not
just a result of the hard conditions in the corridor, but thatit
will occur even in quite benign environments.

4. Directionality

Next, we turn our attention to the directionality of the
nodes’ antennas. For practical reasons we have limited our-
selves to one axis in these tests, because in many real de-
ployment scenarios it will be feasible to ensure nodes land,
or are placed with the proper side up, but it will be more dif-
ficult to control their orientation along the vertical axis.

Directionality can be split into two factors: directional-
ity in the sender’s output power, and directionality in the re-
ceiver’s sensitivity. We will examine both separately.

It needs to be said that the design of the antenna obvi-
ously has a large impact on the directionality. Therefore,
the results presented in this section are more specific to our
type of nodes than the rest of this paper. Having said that,
we feel that if nodes are to be mass produced at a very low
cost, and are expected to be handled roughly during deploy-
ment, the EYES node’s embedded dipole antenna may be
an attractive option, both from a cost and robustness per-
spective.

4.1. Sender directionality

We performed several different experiments to determine
the sender’s directionality. The difference in output power is
the same regardless of the environment, but the presence of
the strong gray area effect in the corridor makes it difficult
to clearly visualise this. Therefore Figure 6(a) shows the re-
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Figure 6. Observed sender directionality (a), and
theoretical radiation pattern (b); hockey pitch.
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sults from a test in the cleanest environment: the hockey
pitch. As in the previous section, we placed the nodes in a
straight line. We then rotated the sender in steps of 30 de-
grees. For each run, we determined the first node where re-
ception dropped below 85%. The previous node’s location
is used as the radio range for that angle.

The resulting 8-like shape matches reasonably well with
the theoretical radiation pattern, shown in Figure 6(b). Ob-
serve that the actual signal is stronger in one direction than
in the other. A likely cause of this phenomenon is the pres-
ence of track segments on the PCB, parallel to the antenna,
that act as parasitic directors for the electromagnetic field.

4.2. Receiver directionality

We examine receiver directionality by rotating the odd-
numbered nodes, and determining the range as for the
sender directionality. The even numbered nodes are used to
verify the results. These nodes should show similar perfor-
mance in all experiments.

According to theory, the pattern for receiver sensitivity
should be the same as for the transmitted power [4]. The re-
sults shown in Figure 7 show a very similar pattern com-
pared to the graph shown for the sender, although slightly
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Figure 8. Directionality in the corridor.

less pronounced. We can also see that the static nodes,
which were not rotated, show a perfectly circular graph, in-
dicating that conditions did not change significantly during
the test.

4.3. Directionality and environmental effects

Both the sender and receiver directionality were also
tested in the corridor environment. The results for this en-
vironment are, especially for the receiver directionalitytest,
mangled by reflections. Figure 8 shows the results where
we took the average of each node and its four closest neigh-
bours before determining the radio range to prevent individ-
ual nodes from cutting off the range too quickly and making
the picture completely unrecognisable.

The reflections in the corridor environment have a
stronger effect on receiver directionality than on sender di-
rectionality. One explanation for this, is that because of the
many reflections, receivers may receive quite strong sig-
nals from directions that are at an angle to the direct
line to the sender. The directions of the reflected sig-
nals may be different for each node, and the nodes’
most sensitive side is facing another direction each rota-
tion. Therefore the receivers are affected by the rotation
differently.

For the sender rotations the receiving nodes face the
sender with their most sensitive side, so the direct signal
from the sender is the dominant signal.

5. Symmetry

One important question for protocol designers is the de-
gree of symmetry in communication links: If I receive a
message from my neighbour, what are the chances that he
will receive my reply?

This is especially important for the gray area, where we
see individual links performing much better or worse than
one would expect judging by distance alone. These good
links may be very useful, especially since the gray area can
cover up to 75% of the neighbours. But they are only of
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Good Medium Bad

Good (1319, 53%) 1162 117 40
Medium (432, 18%) 117 212 103

Bad (699, 29%) 40 103 556

Table 1. Link classification: full dataset, 2450 links.

Reverse link
Good Medium Bad

Good 88% 9% 3%
Medium 27% 49% 24%

Bad 6% 15% 79%

Table 2. Conditional probabilities for the reverse
link quality with full dataset, 2450 links.

use if the reverse link is good as well. If not, they may
even cause problems. For example, at the MAC layer, if one
node’s transmissions are interfering with another node, but
that node cannot communicate with the sender to prevent
collisions.

If we believe the gray area to be the result of multipath
reflections, we would expect the conditions to be reason-
ably symmetric. Although it is possible to construct sce-
narios where the following does not hold, in most environ-
ments including our corridor, a radio wave travelling from
A to B over one or more reflections should be able to fol-
low the same path of reflections from B to A.

To determine the degree of link symmetry we conducted
the following experiment: 50 nodes were placed in a line,
spaced 50 centimetres apart. We then did 50 separate exper-
iments similar to the base run, with a different node sending
in each run. This gives us a full50 × 50 matrix of individ-
ual links. The whole experiment lasted for about two hours.

The 50 nodes resulted in 2450 individual links (one way,
i.e. two entries for every pair of nodes), which we then qual-
ify into good, medium, and bad links, as in Section 3.1. The
results are shown in Table 1. The left column shows the to-
tal number of good, medium and bad links. In these experi-
ments, we found more than half of the links to be good, but
of course this depends on the locations of the nodes, so the
figure in itself does not say much.

The other three columns show the performance of the
link in the other direction. Of the 1319 good links, the re-
verse link was good as well in 1162 cases, and the reverse
link was medium or bad in 117 and 40 cases. Next we cal-
culated the percentages for each link type. Table 2 shows
that if we have a good link one way, there is a 88% chance
that the reverse link is also good, and only a 3% chance that
it is bad. The picture for bad links is similar; the reverse link
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Figure 9. The gray area in the symmetry test setup.

Reverse link
Good Medium Bad

Good (273, 30%) 82% 15% 3%
Medium (160, 17%) 26% 38% 36%

Bad (497, 53%) 1% 12% 87%

Table 3. Symmetry results: gray area, 930 links.

is also likely to be bad. For medium links, the picture is a
bit fuzzier, but these only constitute 18% of the total links.
These numbers confirm our earlier visual impression from
Section 3. Most links are either good or bad, which is good
news. However, the number of medium quality links is sig-
nificant enough that they should be taken into account dur-
ing protocol design.

Although the links seem quite symmetric, many of the
good/good links are in the area before the gray area, where
reception is almost always good, and thus likely to be sym-
metric. To look more closely at the gray area, we exclude all
links that are less than 10 metres apart. The value of 10 me-
tres was chosen by visually inspecting the results from the
first of the 50 symmetry test runs. This run, where the left-
most node was sending, is shown in Figure 9 (the node at
10.5 metres was defective).

The results for this limited set (see Table 3) are surpris-
ingly similar to the results of the whole dataset. Of course
the percentage of good links has dropped, from 53% to
30%, and the bad links have increased. But the symmetry
is still high. The chance of a good link having a good re-
turn link as well has dropped only from 88% to 82%, which
is not very significant given the limited number of experi-
ments and high degree of noise.

Most other probabilities have changed by similar
amounts, indicating that link behaviour is quite symmet-
rical for links both in and outside of the gray area. Also,
it is interesting to note that although we have more bad
links and less good links in the gray area, the percent-
age of medium links has not changed much.
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5.1. Behaviour of asymmetric links

Now let us look at the asymmetric links. Exactly how
asymmetric are they? In Figure 10 we plot the difference be-
tween the reception rate of all link pairs, except those that
are both good, or both bad. These links are uninteresting
because they both have very similar performance. From Ta-
ble 1 it follows that we are looking at the least symmetri-
cal 472 (432+40) of the 2450 links. The histogram is nor-
malised to have a surface area of 1.

The first interesting thing we see in Figure 10 is that
the histogram is quite flat. If the performance of the links
was completely random, the slopes of the histogram would
be almost perfectly linear, as shown by the line in the his-
togram (the line is not completely linear, because we ex-
cluded the cases where both links are good or bad).

This is easily explained. As we can see in Table 2, more
than half of the link pairs we consider here have at least one
good or bad link. This means that for all those pairs with
at least one link close to 0% or 100%, there is a larger than
average chance that the other link will have a very different
performance, resulting in a flatter histogram.

5.2. Effect of directionality on symmetry

The second thing we notice about Figure 10 is that it
is quite symmetrical. In Section 4 we saw that the nodes
transmit stronger in one direction than in the other, and also
that they are more sensitive to reception in that same direc-
tion (in this test we only look at the reception rate along the
strongest axis of the node). However it is unclear what this
means for symmetry.

Figure 11 shows two nodes aligned as they were in the
symmetry tests, and also the pattern we found in our sender
directionality tests. The pattern we found for receiver direc-
tionality was similar, at least so far as that it was stronger
in the same direction (to the left in this figure). Of course
there were more nodes in between, but these are not impor-
tant for this section. The question arises whether B will be
able to receive A’s messages.

A B

Figure 11. (A)symmetry due to directionality; can
A hear B?

If we only look at sender directionality, we would expect
an asymmetrical link from B to A, because A’s transmis-
sion will not reach B. If we only look at receiver direction-
ality, we would expect an asymmetrical link in the reverse
direction because A’s sensitivity will not be high enough to
hear B’s message, but B will be sensitive enough to hear A.

If either of these effects clearly outweighs the other, we
would see this as a bias in Figure 10. The bias would be to-
wards negative values if sender directionality is more im-
portant, or positive values if receiver directionality is more
important. In fact, there is only a very small bias: the mean
of the histogram is 0.038. The fact that we hardly see any
bias suggests that both factors keep each other in balance,
which is good news for symmetry.

A bias in Figure 10 could also be caused by changing
external conditions. Although our earlier results suggested
that during a time window of about two hours changes in the
external conditions are limited, we did a simple check to be
sure. We split the 50 nodes up into a left and right half, and
calculated the average reception rate of all linkswithin each
of those two halves. Links from one half to the other need
to be excluded because they could be influenced by the ef-
fect of directionality. Within each half each link is counted
in both directions, so even if there is such an effect, it will
be the same for both halves.

The resulting averages are 76.9% for the left half, and
76.1% for the right. This difference is small enough to
be confident that external conditions did not affect Fig-
ure 10 by much. Further, the fact that the left half performed
slightly better pushed Figure 10 towards a positive bias, so
without the slight change in external conditions, the bias
would even be smaller.

This experiment was limited to one axis only, where the
difference in power/sensitivity was significant, but not as
large as compared to nodes at a 90◦ angle. More tests are
needed to confirm this initial result.

6. Interference

Previous results on measuring link layer performance in
sensor networks have dealt with a single transmitter. How-
ever, for certain problems, especially MAC layers, it is im-
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portant to know the actual behaviour when a receiver is in
range of more than one transmitter.

We measured the effect of interference from other nodes
on the hockey pitch, in a setup where nodes were uni-
formly spaced 30 centimetres apart. We used one node to
act as an interferer. It continuously sends the interference
byte: 0x55. Including start and stop bits, this translates to
a ‘0101010101’ binary pattern. The interference node was
placed at different positions along the line of nodes, as
shown in Figure 12. During each run, the sender was aimed
with its strongest side pointing towards the receivers. The
interferer had its strongest side pointing towards the sender.
Because of the limited range on the hockey pitch, transmis-
sion power was set to the maximum.

6.1. Radio range

When analysing the effect of interference, we need a
metric for the radio range. We used the position of the last
node that received 85% of the packets or more as the radio
range. This means we include the gray area. We will look at
what happens within the radio range in Section 6.2. The two
most commonly used models for interference are the circu-
lar model, where no communication is possible when there
is a collision, and SNR based models, where one message
may be received correctly as long as its SNR is high enough.
To examine which of these is the most accurate, Figure 13
shows the established range for each experiment, as well
as the range under the circular model, and the range un-
der a very simple SNR model: packets are received if Equa-
tion (2) holds, where the various parameters were tuned to
best fit the measurements.

Signal(distance) =
TX power

1 + distanceβ
(1)

Signal(distance to sender)
Signal(distance to interferer) + noise

> required SNR (2)

Halfway between the sender and interferer, both signals
should be about the same strength, so we expect the ac-
tual range to fall slightly short of that point. For the cir-
cular model, we selected a radio range of 9 metres, which is
the sender’s range in its strongest direction under ideal cir-
cumstances (open space, no interference).

The results in Figure 13 are clear. The circular model
does not work. For nodes in between the sender and in-
terferer it is much too pessimistic. When we move the in-
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Figure 13. Radio range in the presence of interfer-
ence.
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Figure 14. Reception within the reduced radio
range; interferer located at 12 m (a) and at 8 m (b).

terferer beyond the sender, we get a situation where the
nodes are all closer to the sender, but still receive interfer-
ence from a node beyond the sender. In that case the circular
model would predict that nodes close to the sender do not
receive the packets, but nodes at a large distance from both
the sender and interferer do! Clearly, this does not match re-
ality. In Figure 13 see the radio range increase, starting with
the nodes near the sender.

This is exactly what the SNR model predicts: All nodes
now receive a stronger signal from the sender than from
the interferer. The radio range is not fully restored imme-
diately, because nodes at larger distance from the sender do
not reach the required SNR yet. But as the interferer moves
away, its noise level drops quickly, and the range is already
66% restored when the interferer is moved 1 metre beyond
the sender.

6.2. Performance within the reduced radio range

Having established some limits on which nodes can still
receive packets in the presence of interference, we will now
look at the performance within the reduced radio range.
Looking at Figure 14, we see that not only the range is re-
duced, but also the quality of the links that are within the
reduced radio range.
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Figure 15. Radio range in the corridor in the pres-
ence of interference.

This happens mostly when the interferer is at a reason-
able distance (in these tests from 9 to 15 metres) from the
sender. When the interferer is closer to the sender, both sig-
nals are strong, and diminish quickly when the distance is
increased. Therefore it is very clear at what point the sig-
nal becomes too weak.

Surprisingly, we did not find that many more bit errors in
the medium quality links. We suspect the problem to be our
UART losing synchronisation, or incorrect preamble detec-
tion, but further investigation is necessary to test this hy-
pothesis.

6.3. Environmental effects

As before, the results in the clean environment of the
hockey pitch are quite different from what we see in the
harsh environment of the corridor. Figure 15 shows the ra-
dio range in the corridor. The range is reduced even more
by the many reflections adding extra noise. In this scenario,
neither model works very well, although SNR is still bet-
ter than the circular model.

It should be noted that this graph is the result of a sin-
gle set of measurements, in a difficult environment. It is
reasonable to assume that the same experiment in a differ-
ent environment, or even at a different location in the cor-
ridor, would produce different results. However, the results
do show that the commonly used interference models break
down in a difficult environment like this.

7. RSSI

As mentioned before, the nodes recorded a histogram
and true average of the received signal strength indicator
values (RSSI). These values may be of use for localisation
algorithms and for determining link quality. Figure 17(a)
shows the measured RSSI values on the tennis court, an
environment with few obstacles. Even in this situation the
RSSI-vs-distance curve is erratic. For reference, the fig-

Reference

Raw

Calibrated

Figure 16. Example of RSSI calibration.

ure includes a sample signal decay based on the free space
model [4]. The measured values deviate considerably from
this model. One cause is that the nodes are not calibrated,
and different nodes report different values at one and the
same location.

We performed a simple calibration procedure based on
some experiments in the corridor, in which we performed
six circular shifts of all receiving nodes. This gives us
RSSI values at six adjacent positions for all nodes. We
chose one node as the reference node, and shifted the other
nodes’ RSSI graphs to minimise the mean absolute error of
the node measurements with respect to the reference node
and/or the other calibrated nodes (Figure 16). The calcu-
lated offsets were on average±40, and±100 at most.

This calibration allows us to compare the results from
different nodes more accurately. Figure 17(b) illustratesthe
effects of this calibration. The calibrated values are lesser-
ratic and resemble a sample theoretical signal strength de-
cay much more closely. The dips in the RSSI values are
most likely due to environmental circumstances since we
verified that the involved nodes worked fine in other set-
tings. In the more hostile environment of our office corri-
dor, we find that even with calibration the RSSI values still
vary wildly. This renders (calibrated) RSSI readings of lit-
tle use for localisation.

To determine whether or not RSSI can be used to es-
timate link quality, we studied the correlation between the
RSSI value and the reception rate. Figure 17(c) plots the av-
erage RSSI value against the average reception rate on the
tennis court. Note that from an RSSI value of 1750 down-
wards the RSSI value and reception rate seem hardly corre-
lated at all. In the office corridor, see Figure 17(e), we find
similar results with a threshold of about 1850. With the cal-
ibration procedure we can improve the correlation between
RSSI value and reception rate somewhat, see figures 17(d)
and (f). However, the improvement is less clear compared
to the RSSI/distance case.

When we look at using the RSSI values for link quality
estimation, we see that there is a threshold above which re-
ception is consistently good. Below the threshold, the RSSI
value says very little about the reception rate. Unfortunately,
the threshold depends on the environment, so if we want to
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Figure 17. RSSI graphs for the tennis court and corridor.

use RSSI to classify links as ’good’, it either has to be cho-
sen conservatively, or a priori knowledge of the deployment
area is necessary.

8. Discussion

We will now discuss some guidelines for protocol design
and simulations that follow from our measurements.

Localisation protocols that reason about a node’s loca-
tion based on which nodes it can hear need to be aware of
the gray area: even if we cannot communicate with a cer-
tain node, it may be much closer than another node with
which we have a good link. Also, the directionality in the
antennas means that a hop in one direction may be signif-
icantly shorter than a hop in another direction. This could
cause problems for algorithms that use hop counts to deter-
mine distances, like DV-hop [5]. Finally, our data on cali-
brated RSSI values indicates that its use to determine dis-
tances is limited. It seems the only possible use may be to
determine which of two neighbours is closer by, which may
be used by some localisation algorithms [3].

For routing protocols, the good news is that most links
are either good or bad. This means it will be possible to use
the long links in the gray area, but it is important to mon-
itor the link quality to filter out the occasional medium or
bad quality link. Also, links tend to be symmetrical, which

makes setting up routes easier because we can reasonably
assume we can send data back to the node we received a re-
quest from. Again this is true in most cases, but there is a
small fraction of asymmetric links.

Even for the bad links, a (very small) number of mes-
sages still gets through. This means we should not consider
every node we hear from a neighbour, but we need to think
about when a link is reliable enough to call the other node
a neighbour. Of course the problem is how to get this in-
formation without exchanging a large number of messages
just to determine the link quality. The RSSI value may be
of help to us here. There is a threshold beyond which recep-
tion is consistently good. By discarding links with a lower
RSSI (or at least marking them as suspect), only a limited
number of good links is lost, and it may be possible to re-
cover them at a later stage. The threshold changes depend-
ing on the environment. The threshold could be determined
by keeping track of the highest RSSI value we find for poor
links.

The interference tests show that more messages will be
received correctly than predicted by the circular model. It
will be interesting to see if this can be exploited by MAC
protocols to increase spatial reuse. Finally, the directional-
ity we observed shows that a node’s neighbours do not al-
ways form a nice circle. This may be important for routing
algorithms or data aggregation.
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9. Related work

Since practical experience with (large-scale) sensor net-
works is limited, we are only aware of a few other pub-
lications that report on, or include some, link layer mea-
surements [2, 8, 9]. The work by Zhao et al. [9] is most
closely related to our measurements since we basically use
the same radio (ASK modulation) and experimental setup
(straight line configuration). We extend their results in a
number of ways, including the use of a dipole antenna in-
stead of a whip antenna, and a study of the impact of in-
terference by a neighbouring node. Like Zhao et al. we ob-
serve a rather large gray area, in which multi-path effects
determine the large variances in packet reception rate be-
tween adjacent locations. In particular, reception is either
good (30%) or bad (53%), but rarely in between (17%). This
binary distribution in the gray area is also observed in grid
topologies [8].

An important new result from our analysis is that the re-
ception rates at both ends of a link are highly correlated,
so in practice about 25% of the links in the gray area can
be used for bidirectional communication. We demonstrated
that calibrated RSSI provides a reasonable indication for
good links, which obviates the need for time consuming link
estimation as, for example, proposed by Woo et al. [8].

Determining the impact of asymmetric links on MAC,
routing and data gathering/distribution protocols in sensor
networks is an important problem that has received some at-
tention lately [2, 8, 10]. Simulation is an attractive option,
but validity is a major concern even if the models are based
on actual measurements like the work by Zhou et al. [10].
Their RAM model, for example, does include sender direc-
tionality and interference, but neither accounts for the gray
area effect, nor for the correlated reception rates at both link
ends. Since our results show that both effects are significant
at the link layer, it remains to be seen what the real conse-
quences are for the upper layers.

10. Conclusions

In this paper we presented the results of extensive link
layer measurements with prototype sensor nodes, which in-
clude a simple radio (ASK modulation) and an embedded
dipole antenna, in three different environments (corridor,
tennis court, hockey pitch). We confirmed the existence of
grey areas caused by multi-path reflections as previously re-
ported by others [8, 9]. An important new finding is that
links within a gray area are symmetric, mostly good-good
and bad-bad, so a considerable fraction of long links exist
that can be exploited, for example, by routing algorithms.
We also showed that many of these long links can be iden-
tified by (calibrated) RSSI readings.

Our study of the effects of interfering transmissions
showed that simple circular and SNR-based models are in-
accurate, in particular, in the gray area. In future work there-
fore, we would like to use our empirical data to develop
practical models that capture the important link layer ef-
fects, and nothing more, such that we can study the be-
haviour of various algorithms (MAC, routing, data aggre-
gation) in large-scale sensor networks.

The raw data for the experiments presented in this paper
will be made available on our website [1].
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