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Abstract—Most current work in Wireless Sensor Net- (i.e. access to GPS satellites) and limited resourcesrigadi
works deals with applications running on static networks, to incomplete and inaccurate information. A survey of
along with some localisation requirements, but without initial approaches is presented in [4]; recent work in-

any motion detection hardware. However, many of these .
applications require some level of motion detection, if only cludes [1], [8], [12], [13] and [15]. This work however

to notice the cases when a network ceases to be staticallygenerally deals with static networks, and detecting when
located and starts to have moving nodes. As most of the a network is no longer static with minimal additional

currently used application scenarios rely on the assumption hardware requirements would be of considerable use.
that motion will not happen, if a node does move itwill cause -yt \WSN localisation, nodes with additional hardware
significant amounts of damage to any protocols relying on “ . . .
this static assumption e.g. routing, localisation, aggregation, are referrgd to as . anchor nOd.eS 1.e. .they have a rel,'able
etc. source of information about their location. Many localisa-
In this paper we look at methods for detecting moving tion techniques rely on anchors, and on the assumption
nodes, using only RSSI data, including an anchor-less solu- that anchor nodes are uniformly distributed among a
tion to ensure that we can always detect motion. Our methods ,hitorm distribution of non-anchor nodes. Given the small
are intended to work in co-operation with existing static . .
network localisation algorithms. percentage (le% in most scenarios currently postulated)
of anchors within a large collection of non-anchors, and
|. INTRODUCTION the aim that sensor networks are eventually intended to
Many possible applications have now been thought bk easy to distribute for non-computer scientists, this
for Wireless Sensor Networks (WSNSs), and a significamissumption can not be relied on for many application
number of them rely on location information in order tescenarios. As we cannot rely on the existance of anchor
perform their designated function. This is mainly becausedes, we need to be able to detect motion even without
the main purpose of a WSN is information gathering, arahchors.
gathered data is only useful if you know what it applies Another major problem within WSN localisation tech-
to. For example, the data “the temperature has gone migues is acquiring accurate range information between
by 10 degrees” is not very useful, but the informatiopairs of sensor nodes. This can be done in a variety of
“the temperature has gone up by 10 degrees in room 3@ays, ranging from simple techniques like Radio Signal
is a lot more interesting. Location information gives u$trength Indication (RSSI), time of flight data for various
a context, which allows us to actually use our gatheresbnsor types (e.g. ultrasound), to more complex ideas
data. For example, monitoring room temperature can bke time of flight difference (which measures the differ-
used to control when to switch air-conditioning systems aence between two incoming signals travelling at different
and off. When detailed location information is present, gpeeds). In each case, there is generally some error in the
might even be possible to personalise working conditiomanging information, which motion detection algorithms
within a shared office (i.e. individual settings per cubjicle must be aware of and be able to work with.
Location information is important in many domains, hence In this paper we focus on two forms of scenario -
various approaches have been proposed, of which somleat can be done with just basic nodes (no localisation
were even constructed and deployed on a large scalerdware; just RSSI); and what can be done with minimal
(e.g. GPS). guantities of additional hardware on a limited set of nodes
The range of viable localisation techniques dependanchor nodes). With only basic nodes we are limited as
heavily on what node hardware is available. At one ertd what we can do, but some information can still be
of the scale, if every node has accelerometers, GPS, ajathered. In the situation with a limited set of anchor
an array of accurate ultrasound sensors, then localisatioodes, we still may well have the same problem as with
is quite simple. Alternately, nodes can have no hardwajgst basic nodes, as with low percentages of anchor nodes,
designed for motion detection or localisation at all, and given basic node may well have no communication with
only RSSI data from a radio to give limited ranginganchor nodes. One solution to the lack of additional anchor
information. Unfortunately, most node hardware is of theodes is that the anchors may well be mobile ([9], [15]),
latter type. Of course, more hardware can always be addmttl so even if a basic node has no current communication
to a node, but cost factors (both in monetary price/nodeth anchor nodes, gathering some information before
and energy costs) will tend to reduce the likelihood of fullgommunication is established with anchor nodes may help
equipped nodes. Within the WSN community, specialisatetermine earlier location data.
localisation algorithms have been developed that addresne piece of information that would be very useful is
the problems associated with little to no infrastructurmotion information - if a node has not moved between its



initial deployment and the time it is fully localised, then ~_"""%* —~_ P

we know that all data gathered up until that point was from Anchors
a particular location. If it has moved, information on the Anchor ]
approximate amount of motion may help decide whether
the data can still be treated as located at a particular 1
point (with a particular level of location accuracy). Our  |\RadoRange
particular focus here is on allowing smarter decisions in fereection
limited motion scenarios for localisation algorithms defa) (b) bounding box
signed for static networks, and limiting the problems that
moving non-anchor nodes can cause to stateful localisation
techniques. [ Radio Range

[I. NON-ANCHOR NODE MOTION v \

If a node has been localised, and then moves without |~ < >
being aware of its movement, then the node will be some-
where other than where it thinks it is. If it then broadcasts
its old location data, while being at the new location,
then other nodes in the network will have inconsistent(C)
information. This is only a problem with non—anchorFig. 1
nodes, as when anchor nodes move to a new location,

they will have new location data, and in both cases their por practical purposes (significant speed improvements)
true and calculated locations are the same (to within\@ se a bounding box rather than a circle, with each
known degree of accuracy). _ _ side equal to 2radiorange, and the anchor in the centre
_In prder to he!p formulate solutions to_thls problem, Werigure 1a). (The basic concept of bounding boxes has
will firstly examine what can be don_e in networks W'ﬂbreviously been analysed in earlier work [9], [16]). This
anchor nodes in order to detect motion. Secondly, in theggts in a larger region, but we still have the guarantee
event that a node currently has not received any anchgy 5 possible locations for the node are located within
information from the network, because of a current I0c@he hox. while keeping the box size to a minimum. This
lack of anchors, then we need to be able to find alternaifrently assumes a circular radio model, but for radios
ways to do motion detection. We need to be able to do hjgh non-circular transmission spaces, we can calculate
because there may be data that the sensors need to 9a{ietninimum box that contains the entire possible trans-

before anchor information is available, and so we.need fQission space, and so be still able to use this methodology.
be able to work out whether they have moved since the\yhen a node receives location information from an

data was gathered. Anchor-less situations are likely in _“éﬁditional anchor, it knows that it must be within the

early stages of some mobile anchor scenarios, especigfly,nging boxes for both anchors. Therefore, we can

when the placing object is far away from the locationgyqyce the bounding box for the node to the intersection

where the nodes are being placed. , of both of these boxes (Figure 1b, Algorithm 1 on the
Unfortunately, most methods for detecting movement ?écing page). A bounding box is defined by two points,
nodes can not tell the difference between moving nodﬁ§ Top-Left and Bottom-Right corners.

and malicious nodes (nodes that are sending bad data)y, 4qgitional source of bounding boxes that we can
Malicious nodes are hard to deal with - with a larg€ca are from “pseudo-anchor” nodes. A pseudo-anchor
enough amount of effort and/or nodes, a malicious intrudgp e js a non-anchor node that has a reasonable level of
can potentially break an entire network. However, folyndqence in its location (for example, because it has a
most non-military sensor network scenarios, the chancgsnging box that is no larger than a suitable threshold),
of a malicious intruder are very low, whereas motion igy therefore the cost of transmitting its bounding box
likely. We are 'Fherefore going to concentrate oure_fforts 98 worthwhile given the likely improvements to other
detecting motion, and leave the problem of dealing Wit,qes' hounding boxes. The transmitted bounding box for
malicious intruders for more advanced systems. a pseudo-anchor node is its bounding box expanded by
I1l. B OUNDING BOXES radiorange in each direction (Figure 1c). This creates a
Anchor nodes periodically broadcast their locations, angrger box than for anchor nodes, but especially in low an-
if a node has received location data from an anchor theRor node density scenarios, pseudo-anchor boxes provide
it knows it is in radio contact with that anchor, and s@nother useful source of bounding box information, while
therefore it must be within radio range (where “radignaintaining the guarantees regarding the node location

range” is a maximum possible value including “graylways being within the bounding box.
area” [18] effects) of that anchor. Thus we can limit the

space of possible locations for that node to a circle centrfy Breaking the Boxes

on the anchor’s location with radius equal to the radio As a consequence of the sanity condition that a node’s
range. Bounding region information can therefore be usédunding box will always contain its true location, and
to sanity-check information from localisation algorithmsthat any two nodes that are in communication must be

Bounding box

Bounding Boxes



Algorithm 1 Bounding boxes
Abbreviations used here: TL = Top-Left corner of a bounding,lBR = Bottom-Right corner,
R = Maximum possible radio range between a pair of nodesuyding “gray area” [18] effects.
1) Initially, the bounding box for a node is set [le-, ) x (—o0, 0)].
2) As anchor information comes in, the bounding box for thigle is intersected with the existing bounding box
(see Figure 1 for examples of bounding boxes, including grdia of this step in Figure 1b)
NewBox(TL,BR) = Max(Anchort., — R, OldBoxry,)) x
(Min(Anchorgg, + R, OldBoxgRr, ), Min(Anchor Br, + R Ol dBoxBRy))]

within radio range of each other, bounding boxes assureends a control packet ®andC invalidating any bound-
another sanity condition - that the current bounding bdrg box data they have gained frofyand requesting their
of a node and another bounding box that it has receivdshunding boxes. This would then result in a new and valid
and therefore wishes to intersect with, will always have leounding box forA. Any localisation algorithms being run
non-empty union. on the node should also possibly be notified at this point
Figure 2 is an exam- if the previously determined location for the node is now
ple of how motion of & ---weocvcecefnci outside the new bounding box.
node can break bound:
ing box sanity.Al and : - -
A2 are the locations of e f

In many of the -
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a moving nodeA be- ; ! possible scenarios; : pe— 0
fore and after it moves; ] Pt for ~bounding box: N

. - 1 i ' H ! [ LI
and B is a stationary Fig. 2. Motion example mconSIStenCy’, the§ “r\_'l's' V!
node. The inner and outer boxes around the nodes regpgablems — will - now | D e
sent their bounding boxes and bounding boxes expandd® resolved, and the . B o

by radio range, respectively. & talks toB when it is at hode will have a .
A2, andA thinks it is still located at positioAl, then there Neéw bounding box.
will be an inconsistency betweeis bounding box and !If however, this fails, F19-3
the bounding box oB, which means that one of the twothen the node should send a message to its neighbours
nodes must have moved. In a number of cases we will rfégclaring that it currently considers them inconsistent,
be able to detect motion (the maximum allowable motiofnd remain in an inconsistent state. The inconsistent node
before we can detect motion with absolute certainity ghould now stay in that state until there is a change in
proportional to the size of the bounding box of a node), b@y of its neighbours’ bounding boxes, in which case
in these cases we do maintain bounding box consistentje bounding box for this node should be re-evaluated to
so we can still generate valid bounding boxes, althoug@eck for the resumption of consistency.
with a reduced accuracy due to the size of the boxes.
When we do detect bounding box inconsistencies, we
can work to correct the problem. If a nodlereceives a
new bounding box from a neighboi that would create
an inconsistent situatioBoxy N Boxy = @), then this tells

Inconsistency

One problem here is tha and C may have previ-
ously integratedA’s information into their bounding box
configurations, and ifA’s information is later found to

us that either thall or M has a problem. Both nodes therpeh '?Va“?’ t??r:'B ind Cd_neeg o be al()jledi;) V\éorkhotut
check how many of their neighbours currently considéY adparts 0 thelr Ogn |n|g o>(<jes a;re u tan tr:,'v a h
them inconsistent. If two neighbours (including eithér are due 1o other nodes. In orger lo counter this, eac

or M) consider one oN or M currently inconsistent, then n;)hde car:j kegp adrec?rdbof tgle liounddn%]dbox for ea(;h
that node should recalculate its bounding box informatio. er node, In order 1o be avle 1o rebuid an accurate

This is done by discarding all current bounding box dal ou_ndm_g box when one nqde’s |nformat|on IS found_ to
(i.e. returning the node to Step 1 of Algorithm 1), an e invalid. If a node resets its bounding box information

sending a control packet to all of the neighbouring nod e to detected inaccuracies, then the node also discards

saying that any currently used bounding box informatio e list of bounding boxes that it had stored as well

from that node should be discarded, and requesting th ﬂ_deal with mobflle S|:1uat|_or]1cs Whte_:re the(rjeﬂ?re tmany
current bounding boxes. various sources of anchor information, an e storage

Figure 3 shows how this could work for a node of every other recieved node would be impractical, then

moving from Al to A2. It starts to communicate with only a limited set il most recent recieved boxes) are

nodesB and C, and there is an inconsistency betweeﬁtored’ in addition to the calculated box for the node

the box Al and the boxes foB and C. so there is an M question. Discarding some recieved boxes after they
inconsistency “link’ fromA — B and f,romA < C. As have been used to improve the local box does reduce our

two of A's neighbours consider it inconsistent, it resets it(éfdpab'l'ty to handle inconsistent boxes due to motion, but

bounding box data back to the startup configuration, afd/en the limited storage available to WSN nodes, this is
a reasonable trade-off.
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that is running this algorithm is referred to as the “root”

anchor per‘centag‘e 10.00% ——

anchor percentage 30.00% ---x-

anchor percentage 20.0096 node. In order to do motion detection, we first need a

o]
o

method to build local co-ordinate systems:

1) Gather range data (estimated values and variances
from the radio model) from the root node to its
neighbours, and also query the root’s neighbours for
range data to their neighbours, giving us a topological
map for all of the root's 1- and 2-hop neighbours.
We can then place the root node, and one of the root
node’s neighbours (Appendix C).

e 2) Working from these initial two nodes, we can now

4 6 8 10 12 14 16 18 20 2 A start to find initial locations for the other nodes.
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Fig. 4. Bounding box testing - We can place all nodes that have two neighbours
in the already placed set of nodes, using those two
B. Results neighbours A andB, referred to as the “parent” nodes

We performed a series of experiments, testing how Of our new node) and the ranges between them to
much motion was necessary before bounding box incon- place our new nod€ (Appendix D). In some cases,
sistencies were noticed. The nodes were scattered in a We will have chosen parent nodes that are unsuitable
200 x 200 box, with radio range set to 14. We varied the for placingC, and in these cases the algorithm will
number of nodes to get different levels of average connec- fail the sanity tests specified in Appendix A. If this
tivity in the network, as well as designating a percentage IS the case, we then proceed to check other possible
of the nodes as anchor nodes. For each simulation run, we parent node pairs for suitability as per Appendices D
allowed the box sizes to stabilise, and then started to move and E.
one of the nodes in a random direction. Each experimed) The locations for the nodes are now further refined
was run 20 times, with varying random seeds for each (Appendix F). Refinement is necessary because our
configuration, and the results given here are an average of initial configuration does not take into account all of
the 20 sets for each configuration. the links (Appendix B) between nodes when we are

The graph in Figure 4 shows the minimum motion placing them.
necessary before inconsistency checking notices motidtow that we can build a local co-ordinate system, motion
The minimum motion necessary for detection reduces wittetection is possible by comparing a local co-ordinate
higher connectivity networks, as well as with increasingystem generated at one moment in tilb€% ) by a node,
anchor percentages. For most scenarios, the amountt@fanother generated system by the same node at a later
motion necessary does not in general exaeslio range.  point in time (CSy). We require at least 2 nodes common
Additionally, all of the experiments reported a zero falséo both systems (which may or may not be neighbours),
positive rate i.e. no node reported as moving was in faict order to be able to use this information, otherwise we

stationary. cannot work out which way the node moved.
|V A , Possible new Root node location FOf eaCh palr Of
. ANCHOR-FREE MASSSPRING MOTION DETECTION 12 @value otk nodes common to

For the problematic case where we have not yet received:
any information from anchors, localisation becomes much
more difficult. We can however use anchor-free local- :
isation to build a local co-ordinate system, which can ‘:
be used to detect moving non-anchor nodes and record, «S

both co-ordinate
systems A and B),
and using theL.CS
system co-ordinates
for A, B and our

Bounding box of K values

their relative motion. The motion information can later be “\ T\ o1t Root node locaton () root node (marked
translated from the local co-ordinate system to a global  “« e outyingvate for as 1), as well as
system once anchor information is available. Fig. 5. Calculating values for K range data from

For motion detection to be possible however, we nee LCS, for our root

a way to build local co-ordinate systems in the absene@de relative toA and B we can calculate the set of

of accurate range information. We cannot build boundingpssibilities for the location of th&CS, root in LCS;

boxes due to the lack of anchors to initialise the algorithniAppendix G, Figure 5).

and so we turn to mass-spring models (Appendix A) for We now have a set of up to 4 possible locations Kor

the node locations instead. Mass-spring models requikhich are checked against the measuRxdy and R g

more calculations than bounding boxes, but in the absenggues. The values that have correct ranges (at most two

of anchors, mass-spring models are still a viable optioref them, by standard geometrical theory regarding the

) . intersection of two circles [17]) are valid locations fiér

A. Motion detection and we choose the closest to the existing root node, as the
This is a simplified overview of our motion detectionmovement between separate invocations of this algorithm

algorithm. For full details see the appendices. The nodéould be minimal.
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Each of the validK locations represents a “motion
vector” (MV) for our root node. We can calculate values
for MV using the locations oK as the vector between
| and K, as in the event of no changek,=1, and|
is at (0,0) by the definition ofl being the origin of the
local co-ordinate system. The average of the values for
MV is the assumed motion, and the maximinvalues
in each direction gives us a bounding box whose area is
proportional to the inaccuracy in ot measurement.
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B. Results

Percieved location change (percentage of radio range)
H
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We performed a series of experiments to test anchar- . .
. . - . Fig. 6. 0% inter-measurement inaccuracy
free mass-spring motion detection, starting from a ran-

domly generated set of “true” node locations, using 226 é‘f’ 50 e —

nodes in a 100x100m area, with a radio range of 14m, £ %gg;:gﬂgggg e

giving an average connectivity of approximately 12. < 40t 30% gngggg e
Experimental tests [11] have shown that the change & g, 50% change o

in the error between consecutive measurements for the g o e g

range between a pair of static nodes, will be significantly & .

smaller than the error between the measured ranges and % 20 | ot L]

the true range. This is because many of the sources of S -

range inaccuracy (reflections, batteries running downs; low £ ot e

quality radios, etc) should be relatively stable between 2 i

one range measurement and the next. We therefore setup %3’

our experiments to mimic this, by taking the topology 5 % 5 10 15 20 25 30

and ranging information from the “true” locations, and Range error variance (percentage of radio range)
adding some gaussian distributed noise to the rangihg- 7- 5% inter-measurement inaccuracy

data (mean equal to the “true” range, variance at different & ‘ ‘
levels for different experiments). This “noisy” ranging s Lo onange
information was then used to generate a local co-ordinate &, | S change i |
system (Appendices C-F). We then moved the root node ¢ B0% change i
by a random amount (uniformly random direction, dis- g o
tance depending on the experiment). For all the links not g g S o . e
connected to the root node, we changed their “noisy” g .

ranges by a small random value (mean equal to the original § ad : |
“noisy” range, variance at different levels for different s 1 R .
experiments), and for the links connected to the root node, g wf o N b
we re-generated new “noisy” ranges according to the true §

ranges for the new root node location (noise generated § o . " e pes po .

with the same parameters as the first local co-ordinate Range error variance (percentage of radio range)
system). This second set of “noisy” data was then useg. 8. 10% inter-measurement inaccuracy

to generate another local co-ordinate system, and the two i )
were compared as per Appendix G. enough (depending on the average rate of motion of the

For all of the experiments, the results are specified 5°t node) these more difficult cases can be avoided.
percentages of the radio range, and are averages of 2@'he curves in all cases are relatively flat - a first guess
runs of a particular set of parameters, using a differept expected results for these experiments would assume
random seed each time. Figures 6, 7 and 8 show tAB upwards curve in perceived motion as the error be-
results with inaccuracy for the non-moved links set tbveen true and measured distances increases. However, the
0%, 5% and 10% of the original variance. The 6 linegotion detection algorithm that we are using here works
on each of the graphs represent a Variety of mo\/ememgh the differences between two measured distances, and
of the root node between the first and second sets of d38.the errors for each of the two measured distances are
At 10% and 20% motion, neither a|te|’ing the Origina$imi|ar, ianeaSing the error from true distances does not
error nor the second measurement inaccuracy significangignificantly alter the algorithm’s results.
changes the results, and the percieved motion is reasonablincreasing the change in the error between the two
accurate £3%). However with greater motion (>20%), themeasured distances does not change the results that much
percieved motion becomes increasingly inaccurate. Natéher, and this also applies with additional tests that we
that this is the motion between successive tests of thave done for higher values of the error change. The error
motion detector, and so if we run the algorithm frequentlyalues that we have used here are similar to values shown



VI. CONCLUSIONS ANDFUTURE WORK

We have shown here that even in difficult localisation
V. RELATED WORK scenarios (such as anchor-less scenarios), where only very
limited information can be used, that motion can be

Galystap etal. [3] did some garli_er work using bogndingetected without knowing exactly where you are, and
boxes, with a.d dlt!onal optlmls'atlo.ns attempted in thg" of this can be done without additional hardware. If
area of “negative information” i.e. if two nodes can no owever we have location information from an existing

communicate with each other, they are assumed to Ralisation method, then we have also shown how we
out of range with each other. Bounding boxes have tr& ;

: . . n also detect motion using more simple methods.
assumption that a node is certain to be somewhere W'th'nGetting rid of the errors in range measurements is hard

them, but given the sigpificant likelihood of bad links (?[W% do, but that is the price of gathering data from the real
_nodes that are in radio range but cannot_ communlca(%ﬂd_ With mass-spring anchor-free approaches, we have
in the real world due to a variety of possible problemsy ., tha it is possible to work around these errors, and
(e.g. objects in f[he yvay), th|s will cease to be the Ca%%rive good motion information. Mass-spring approaches
if we use negative information. Results frqm .Zhao aNGre somewhat more computationally expensive, but given
Govmda}n [18], and from Zhou et a!. [19] !nd|cate t_ha[he significant improvements in the motion information,
even .W'thOUt such obstacles, bad links still occur in gny that this enables motion detection without requiring
significant percentage of cases, . nchors, we believe that this is worth it. Mass-spring
CaPk“” et al. [2] created an algorithm 1o greate Iocg proaches also have the advantage of being able to more
coordinate systems, and a method for translating from OF!fpidly detect motion, but at the cost of introducing the
system to another. They then proceeded to attempt to US&ance of false positives, as opposed to the zero false

Bositives approach of bounding box methodologies.

network of co-operating nodes to build a Network CoordE
nate system (a form of local co-ordinate system where I?ln the future, we hope to expand on our work here to

of the nodes in a network use the same local co-ordinalgemnt 1 further improve the motion information that
system), using a Location Reference Group (LRG) Qfy e gathered, by integrating more accurate models of
semi-stable (i.e. minimal movement) n_odes as a centre {afjo ranging sensors, and also testing to see whether
the topology. We have used an LRG-like system here, byt,oyhined model from several sensors may improve ac-
using information from a local neighbourhood rather thag, ey - Additionally, we would like to explore integrating
the entire network. Network Coordinate systems result INByether data from both mass-spring models and bounding

in experimental testing [11].

significantly increased amount of traffic required to setud '« methods.

and maintain the system over local coordinate systems,
and that cost rises with the size of the network. Th%
benefits gained via the use of this are minimal, and in most
mobile anchor scenarios the situation where you have no
anchor information is for a limited time only, and so cross-,
network protocols that could utilise a network coordinate

system (e.g. nodesink message routing) would be better
off storing data locally and waiting for anchor information
before transmitting.

Priyantha et al. [10], as well as Shang and Ruml [14]
also looked at anchor-free localisation, but using globaﬂ4
rather than local knowledge, with the accompanying in-
creases in network traffic and storage required for thdpl
class of solution.

Krumm and Horvitz [7] did some earlier work with mo-
tion detection using RSSI. Their method used smootheld]
histograms of varying signal strength from APs in an
802.11 network to determine whether a particular nodeg
was moving. The motion detection algorithm did not
explicitly use location data, but the requirement for thd®
APs to be static allows them to use them as referengej
points. Our work here requires that a subset of the nodes
being measured are relatively static (such that comparisms
between the different local co-ordinate systems can hej
made), but without requiring that the static nodes remain
permenantly static. If we had permenantly static infra?il]
tructure nodes (e.g. an urban 802.11 network), other more
efficient algorithms would be possible, but this cannot be
guaranteed for WSNSs.
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APPENDIX Once we have the reference node and root node placed,
When we refer to radio range in this appendix, wae then move onto the other nodes.

are using the maximum possible radio range betweenDa Initial placement
pair of nodes, including any “gray area” [18] effects. The £qr 5 nodeC with already placed neighbour nodés

techniques here have been influenced by [5]. and B, and A and B are neighbours of one another, we
A. Mass-spring model may be able to calculate an inital location. Using the

In our mass-spring model, the range between a pairr6||easured values for all of the inter-node distances, we
nodes is modelled as a spring, with a known relaxatioja't PY calculatingZBAC from the law of cosines.

state and a spring constant. For a pair of nodeand V= %, /BAC = cos1(v)
B, with a range~ N(m,v), the relaxation state is equal Sanity assumptioni| < 1

to m and the spring constant ismultiplied by a scaling Using a lineD, parallel to the x-axis but through, we
constantk. The energyJag of the spring between a pairthen calculate the angle &—- B to D

of nodes Is given by IRag — m| n= %%, z=sin"!(n) wherezis the angle of
B. Links Une=",— 1 ASBtoD
A link between a pair of nodes is defined as one of two ~ Sanity assumptionn| <1
possibilities, either We can now calculate two possible valuesfof= angle

1) A andB can communicate directly i.éA andB have of A— C to D), using6 =z+ /BAC. We then have two
a known value for the measured radio range betwegnssibilities forC's co-ordinates using the two values of
them. A is therefore a neighbour & and vice versa. 8 andC = (Ax+ Raccos(0),Ay +Racsin(8)). These are

2) Rap < radiorange, but A and B are not connected shown on Figure 9 a€ and C'. We choose the initial
using the previous rule. In this case the link distance igcation of a node with the minimum amount of force (as
defined as the radio range, and thes result is scaled defined in B) given the current set of placed nodes.
by the probability of a broken link (i.dJRrgkentink — In some cases we will fail the sanity assumptions, and
Ua p*BrokenLinkProbability) as given from experi- have to test with other pairs of neighbour nodes. Once
mental data. Values for the broken link probabilityve have placed all of the nodes that have a valid pair of
will be approximately in the 0.1-0.2 rangé.and B placed neighbours, we then work on the remaining nodes.
in this case are not neighbours, but they are linked g Placing remaining nodes

A link creates a “force” that pushes the node towards

a more accurate location. For a given nofjewe can

calculate the forcé on that node using

If we have remaining unplaced 1-hop neighbours of the
root that do not have 2 neighbours in the set of already
placed nodes, then we can repeat the process for selecting
Fa= gFA‘B - _ g (A; B)Uas (2) a refere_nge_z _node (C, but using only non-positioneql nodes
as possibilities), and place this newly selected neighbour

plact

placed laced
at (-2 20 _P)je an averaged location directly

whereA = B is the unit vector fromA to B and A andB
are linked.



opposite the current set of placed nodes, which is the b) If A has an alternate location, which is a valid

most likely location for this remaining unplaced node. We location given the communication links to this

now return to the process of placing additional nodes that node i.e. all direct links té\ are within radio range

have two neighbours in the “already placed” set, and if of the alternate location, calculate the force for the

necessary keep repeating this sequence of processes until  alternate location as well, and if the magnitude of

all the 1-hop neighbour nodes are placed. that force is smallerA is moved to the alternate
After placing location.

all of the 1-hop ¢) UpdateA’s current estimated location

neighbours, if we still A— A+FaT

have unplaced 2-hop where T is an arbitrary constant controlling the

nodes with 2 placed rate of convergence.

neighbours,  but  for Fig. 9. PIacingAC These steps are repeated until a minimum energy state is

all possible pairs of reached, or until the reduction in energy from one state

placed neighbouré andB, A and B are not neighbours to the next drops below a pre-defined limit (or the energy

of each other, then we use the calculated locations figicreases!). One possibility for improving the speed and

a pair of neighbours to work out the distance betweeitcuracy of this process is to choose a valueTathat

them. The calculated distance is then used temporarity proportional toEnergy, allowing for rapid reductions

for the placement steps in Appendix D. This is lesgitially, reducing the motion as we progress towards the

accurate, but will still give us a reasonable first guess fafiinimum energy state. Other techniques such as simulated

the location of a node. annealing [6] could also be applied to select suitable
If there are still unplaced 2-hop nodes, without at leastlues forT.

2 placed neighbours then these 2-hop nodes must haves IMotion detection

placed 1-hop neighbour (by the definition of a 2-hop node

b tod to a 1-h de. all of which h Using anchor-free co-ordinate systems, motion detec-
as being connected to a 1-hop node, all of which have NQ¥n is possible by comparing a generated local co-ordinate
been placed), then we place the 2-hop neighbour at

system at one moment in time@S;) to another generated

(p1<r1+r2) pY(rrlfrZ)) wherer; 7, is the root-1- system by the same node at a later point in tit&%).
hop and 1- hop»2 hop measured ranges respec- For each pair of nodes which we will designaeand
tively, and pl Y is the x- and y-coordinates of B, using theLCS,; system co-ordinates foh,B and our
the 1-hop neighbour. root node (marked a9, as well as range data frohCS,

Placing the 2-hop neighbour further along the line of the for our root node relative té\ and B, we can calculate
hop neighbour provides a reasonably likely initial positio the possibilities for the location of tHeCS, root in LCS;
without the need for extensive calculations on the full sédesignated ak) using

of placed nodes. (K — A% + (Ky—Ay)2 _ R|2<,A ©)
F. Topology optimsation (Ky — BX)Z +(Ky—By)? = Rﬁ B (4)
ration is
Energy = YasUag A B € placed nodes e = Ra—A _2 _2 ®)
and there exists a link betweénand B m - e— (By +B5— R12<,B) ©)
An optimal topology for a mass-spring system is when the 2(Bx —Ax)
total energy of the system reaches a pre-defined minimum N 2(By — Ay)Ky @
value (ideally zero, but in practice this will often not be  2(By—AY)
possible to achieve). We may not be in this state after the K« = m-nKy (8)

inital placing, as we did not take all of the link information

into consideration initially. We therefore need to further Using Equations 3 and 5-8 we can then solvekgr

refine our location data. 0 = (An—A —mn)?(nm?+2Am—e) 9)
The location of each nodA is refined, firstly for the —2(AnN—A, —mn) &+ 2./0(Mm £+ 1)
1-hop neighbours, then the 2-hop neighbours. For 2-hop Ky = (An=A 2n24il ( ) (10)

networks, this makes sure that a node’s parents will always : . :
be evaluated before the node itsdlfis refined as follows: Equation 10 gives us two values féy which we can
then substitute back into Equation 4 to get valueskgr
1) If A has an ancestor node (parent, parent of parents,
etc) that switched to its alternate location during this h = Rig—BI—B (11)
round of the algorithm, then recalculateés location _ > 10
and alternate location according to the previously K = _Bxi\/ZByKerh_Bx_Ky (12)
specified initial placing algorithm (D). This gives us up to 4K, Ky) pairs that represent po-
2) Otherwise tential values folK. Results involving imaginary numbers
a) CalculateA's current forceFa, with Equation 2. are discarded, as they do not represent valid solutions.




