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Abstract

Markov Decision Processes (MDPs) provide an extensive theoretical background for problems of decision-making under uncertainty. In order to maintain computational tractability, however, real-world problems are typically discretized in states and actions as well as in time. Assuming synchronous state transitions and actions at fixed rates may result in models which are not strictly Markovian, or where agents are forced to idle between actions, losing their ability to react to sudden changes in the environment. In this work, we explore the application of Generalized Semi-Markov Decision Processes (GSMDPs) to a realistic multi-robot scenario. A case study will be presented in the domain of cooperative robotics, where real-time reactivity must be preserved, and asynchronous discrete-time approaches are therefore suboptimal. This case study is tested on a team of real robots, and also in realistic simulation. By allowing asynchronous events to be modeled over continuous time, the GSMDP approach is shown to provide greater solution quality than its discrete-time counterparts, while still being approximately solvable by existing methods.

Introduction

Planning under uncertainty has long been an actively researched topic in the fields of Operations Research and Artificial Intelligence. In many realistic environments, it is necessary to take into account uncertainty in actions and/or observations of an agent as it interacts with its environment. A Markov Decision Process (MDP) is a widely known and well-studied mathematical framework to model problems where the outcome of an agent’s actions is probabilistic, but knowledge of the agent’s state is assumed (Puterman 1994). Since its introduction, the versatility of the MDP framework has led to its application in diverse “real-world” domains, i.e., in industry, commerce, or other areas outside of research environments (White 1993). However, the number of such applications which have actually been implemented as permanent, “in-the-loop” decision making methods in their respective domains, has been manifestly small (White 1993).

This work is part of an ongoing attempt to address the limitations of MDP-based frameworks in modeling general real-world decision-making problems, with a particular emphasis on multi-robot environments (Messias, Spaan, and Lima 2010; 2011). The most general MDP approach to multiagent problems is that of the Dec-MDP framework (Bernstein et al. 2002), in which no communication between agents is assumed. Consequently, such models can quickly become intractable (Roth, Simmons, and Veloso 2007). For teams of multiple robots, it is typically safe to assume that communication is possible and relatively inexpensive. However, models which assume free communication (Multiagent MDPs, (Boutilier 1996)) or costly communication, also typically assume that state transitions are experienced synchronously by all agents, at a fixed rate. This, in turn, can lead either to sub-optimal policies in which, for instance, robots are forced to idle until the next time step is reached, or to the loss of the Markovian property.

The approach taken in this work lifts the assumption of synchrony in the dynamics of the system. That is, states and actions will still be regarded as discrete, but a continuous measure of time will be maintained, and state transitions under actions will be regarded as randomly occurring “events”. This approach will be shown to have several advantages for multi-robot teams. First, by explicitly modeling the temporal occurrence of events in an MDP, the non-Markovian effects of state and action space discretization can be minimized, increasing solution quality. Second, since events are allowed to occur at any time, the system is fully reactive to sudden changes. And finally, communication between agents will only be required upon the occurrence of an event, as opposed to having a fixed rate.

The framework of Generalized Semi-Markov Decision Processes (GSMDPs), proposed by Younes and Simmons (2004) is ideally suited for the requirements of this work. It allows generic temporal probability distributions over events, while maintaining the possibility of modeling persistently enabled (concurrencnt) events, which is essential in multi-robot domains. Other related work on event-driven MDPs deals with such events without explicitly modeling the effect of continuous time: by keeping track of event histories in the system state (Becker, Zilberstein, and Goldman 2004), or by considering the occurrence of non-Markovian events as being unpredictable (Witwicki et al. 2013).

GSMDP models can be solved by commonly used discrete-time MDP algorithms, by first obtaining an equivalent (semi-)Markovian model through the use of \textit{Phase-type} approximations of temporal distributions (Younes and Sim-
mons 2004; Younes 2005). However, to our knowledge, this framework has never been applied in a realistic multi-robot context. We show that, by allowing event-driven plan execution, the application of the GSMDP framework to multi-robot planning problems allows us to avoid the negative effects of its synchronous alternatives, resulting in greater performance. We also take into account the fact that some events which are characteristic of robotic systems are not amenable to phase-type approximations, and that, if so, the resulting approximate systems remain semi-Markovian.

We present a case study of robots executing a cooperative task in a robotic soccer scenario. Cooperative robotics forms a particularly suitable testbed for multiagent decision-theoretic methods, since, in this domain, agents must typically operate over inherently continuous environments, and are subject to uncertainty in both their actions and observations (although the latter is not yet considered here). The dynamic nature of robotic soccer requires agents to take joint decisions which maximize the success of the team, while maintaining the possibility of reacting to unexpected events. This case study is tested in a team of RoboCup Middle-Sized League (MSL) soccer robots, both in a realistic simulation environment, and on the actual robots.

Background

This section provides the required definitions on GSMDPs which form the background of this work, and interpret the original formulation in (Younes and Simmons 2004) under the context of multi-robot problems.

**Definition 1** A multiagent Generalized Semi-Markov Decision Process (GSMDP) is a tuple \( \langle d, S, X, A, T, F, R, C, h \rangle \) where:

- \( d \) is the number of agents;
- \( S = X_1 \times X_2 \times \ldots \times X_m \) is the state space, a discrete set of possibilities for the state \( s \) of the process. The state space is decomposable into \( n_i \) state factors \( X_i \in \{1, \ldots, m_i\} \) which lie inside a finite range of integer values;
- \( X = \{X_1, \ldots, X_n\} \) is the set of all state factors;
- \( A = A_1 \times A_2 \times \ldots \times A_d \) is a set of joint actions. \( A_i \) contains the individual actions of agent \( i \). Each joint action \( a \in A \) is a tuple of individual actions \( \langle a_1, a_2, \ldots, a_d \rangle \), where \( a_i \in A_i \);
- \( T : S \times A \times S \rightarrow [0, 1] \) is a transition function, such that \( T(s, a, s') = \Pr(s'|s, a) \). It models the stochasticity in the actions of the agent;
- \( F \) is the time model, a set of probability density functions \( f_{s'}^{a} \), which specify the probability over the instant of the next decision episode, given that the system state changes from \( s \) to \( s' \) under the execution of joint action \( a \);
- \( R : S \times A \rightarrow \mathbb{R} \) is the instantaneous reward function. The value \( R(s, a) \) represents the "reward" that the team of agents receives for performing joint action \( a \) in state \( s \), representing either its utility or cost;
- \( C : S \times A \rightarrow \mathbb{R} \) is the cumulative reward rate which, in addition to the instantaneous reward model \( R \), allows the modeling of an utility or cost associated with the sojourn time at \( s \) while executing \( a \);
- \( h \in \mathbb{R}_0^+ \) is the planning horizon over continuous time.

**Figure 1:** An example of a discretized environment in which persistently enabled events are an issue: (a) At time \( T_1 \), two agents attempt to move from state \( L \) to \( G \) through a simple navigation action \( a \). (a) At \( T_2 > T_1 \), agent 1 detects that it has changed its local state factor \( (x_1) \), triggering a new joint decision. For agent 2, \( \Pr(x' \bar{2} = R|x_2 = L, a) \) is now intuitively higher, given the time that it has been moving so far. However, a memoryless discrete MDP cannot use this information. The system is not strictly Markovian.

Definition 1 formulates a decentralized multiagent problem, in the most general sense, akin to a Dec-MDP (Bernstein et al. 2002). However, it is here assumed that agents can freely communicate with each other, which means that the model is equivalent, in terms of complexity, to a centralized single-agent model defined over the whole team.

In this work, we will adopt the following definition for what constitutes an “event”:

**Definition 2** An event in a GSMDP is an element of a countable set \( E \), the codomain of a mapping \( \Phi : S \times S \rightarrow E \) such that, for all \( s_1, s_1', s_2, s_2' \in S \):

- If \( \Phi(s_1, s_1') = \Phi(s_2, s_2') \), then \( T(s_1, a_1, s_1') = T(s_2, a_2, s_2') \) and \( f_{s_1, s_1'}^{a_1} = f_{s_2, s_2'}^{a_2}, \forall a_1, a_2 \in A \);
- \( \Phi(s_1, s_1') \neq \Phi(s_2, s_2') \) if \( s_1' \neq s_2' \).

An event \( e \in E \) is said to be enabled at \( (s, a) \) if, for \( s' \) such that \( e = \Phi(s, s') \), \( T(s, a, s') > 0 \). The set of all enabled events in these conditions will be represented as \( E(s, a) \).

An event is then seen as an abstraction to state transitions that share the same properties.

The goal of the planning problem is to obtain a policy \( \pi^h \), which provides, for each \( t \in [0, h] \) a joint action that maximizes the total expected discounted reward. A stationary (infinite-horizon) policy will be represented simply as \( \pi \).

Decision Theoretic Multi-Robot Systems

When approaching a multi-robot environment from a decision-theoretic perspective, it is often necessary to obtain a compact, discrete representation of the states and actions involved in the problem, in order to maintain its computational tractability. We here discuss the implications of this process, for the practical operation of teams of real robots.

Discretization and the Markov Property

Consider the scenario represented in Figure 1, where two robots are concurrently moving across their environment towards a target position. The exact state of the system is defined as the composition of the physical configurations of
both robots. Navigation problems, such as this one, which are characteristic of multi-robot scenarios, involve naturally continuous state and action spaces. In the general case, we are interested in partitioning these spaces into discrete states and actions that can capture the decision-making problem. Additionally, for a multiagent MDP to be an accurate representation of the physical multi-robot system, the discretized model must be at least approximately Markovian (i.e., memory of its past states should not be required in order to predict its future states). However, even if a physical multi-robot system is Markovian, a discrete, memoryless model of its dynamics does not necessarily hold this property.

A straightforward discretization of a multi-robot navigation problem is to map the configuration of each robot to a coarse topological location in the environment (Figure 1). A transition model could then be built by determining the probability of switching between these locations through a given control sequence. However, these probabilities would not be independent of the sojourn time of each robot inside a particular location: if one of the robots enters a new location, triggering a change of state, then the probability of the next state change being triggered by its partner should be updated to take into account the relative motion of the latter, even if it did not move to a different local state. These events are enabled in parallel, and the occurrence of one of them does not affect the expected triggering time of the other. These are said to be persistently enabled events. More formally,

**Definition 3** An event \( e \in \mathcal{E} \) is persistently enabled from step \( n \) to \( n+1 \) if \( e \in E(s^n, a^n) \) and \( e \in E(s^{n+1}, a^{n+1}) \), but \( e \) did not trigger at step \( n \).

In a fully Markovian system, all events are assumed to be memoryless, and so the problem represented in Figure 1 cannot be modeled directly, since those events are non-Markovian and persistently enabled. Non-Markovian state transitions can be modeled under the framework of Semi-Markov Decision Processes (SMDPs); however, SMDPs cannot model persistently enabled transitions.

**Effects on Real-Time Performance**

The common approach to minimize the non-Markovian effects induced by state and action discretization is to force the agents to act periodically in time, at a pre-defined rate, and in synchrony. This means that any changes in the state of the system are only observed by the agents at these instants, and state transition probabilities can be approximated as if they were stationary. However, as shown in Figure 2, this approach can have a negative effect on the performance of the system. If the decision period is longer than the actual duration of a given action, then robots will have to idle for the rest of that decision episode. Not only does this mean that tasks can take sub-optimal amounts of time to complete, but it also implies that the robots can no longer immediately react to sudden changes. That may be important to the long-term outcome of the decision problem. An asynchronous solution is therefore preferred. Asynchronous operation is possible under the framework of Continuous-Time MDPs (CTMDPs); however, CTMDPs cannot model non-Markovian temporal distributions (Howard 1960).

The GSMDP framework addresses the issues so far described: persistently enabled events can be modeled by allowing their temporal distributions to depend on the time that they have been enabled, even if other events have meanwhile been triggered in the system. Furthermore, any non-negative distribution can be used to model the occurrence of an event. Therefore, they allow the asynchronous operation of multi-robot systems, while explicitly modeling the non-Markovian effects introduced by its discretization.

Another advantage of event-driven approaches is their communication efficiency (Figure 2). If the joint state space is not directly accessible by each agent (i.e., not all state factors are observed by every agent), then agents are forced to share information. While a synchronous approach requires that each agent sends its own local state to its partners at each time-step, an asynchronous solution requires only the communication of changes in state factors, which effectively minimizes the number of communication episodes across the team. Minimizing communication is a relevant problem for scenarios in which agents spend energy to transmit data, or where transmissions can be delayed or intercepted (Messias, Spaan, and Lima 2011; Roth, Simmons, and Veloso 2007; Spaan, Oliehoek, and Vlassis 2008; Spaan, Gordon, and Vlassis 2006).

**GSMDPs for Multi-Robot Sequential Decision-Making**

This section discusses the methodology involved in applying GSMDPs to a generic multi-robot problem, and in obtaining a useful plan from a given GSMDP model. It also describes the aspects of this work which contribute to the practical use of the theory of GSMDPs in real multi-robot scenarios.
Modeling Events

When modeling a multi-robot problem as a (G)SMDP, given a suitable (discrete) state and action space, the identification of the stochastic models of the system, \( T \) and \( F \), must be carried out. At this point, it is useful to group state transitions into \( \mathcal{E} \), as per Definition 2. For example, for a set of identical robots, each with a state factor representing battery level, the event of running low on battery would be mapped by the same change in any of those factors, and so only one temporal distribution and state transition probability would need to be specified.

For every event in \( \mathcal{E} \), the identification procedure for \( T \) and \( F \) is technically simple: \( T \) can be estimated through the relative frequency of the occurrence of each transition; and by timing this transition data, it is straightforward to fit a probabilistic model over the resulting data to obtain \( F \).

Each non-exponential \( f_{x,a}^{(x,a)} \) in \( F \) can be approximated as a phase-type distribution (Younes and Simmons 2004). This replaces a given event in the system event with an acyclic Markov chain, in which each of its own states is regarded as a phase of the approximate distribution, and each transition is governed by a Poisson process. If this replacement is possible for every event, then the approximate system is fully Markovian, allowing it to be solved as an MDP.

There are, however, limitations to this approach. An arbitrary non-Markovian distribution, with a coefficient of variation \( cv = \sigma/\mu \), where \( \mu \) is its mean and \( \sigma^2 \) its variance, requires the \( \lceil \frac{1}{cv^2} \rceil \) phases to be approximated as a Generalized Erlang distribution (one such phase-type distribution), if \( cv^2 < 0.5 \). This number can quickly become unreasonably large for many processes which are characteristic of robotic systems. In particular, this affects actions with a clear minimum time to their outcome, dictated by the physical restrictions of a robot (e.g., navigation actions given known initial positions), since \( \mu \) can be arbitrarily large.

Systems with non-Markovian events which do not admit phase-type approximations can still be analyzed as semi-Markovian Decision Processes (SMDPs), but only if those events are never persistently enabled, since memory between transitions cannot be kept. We propose a practical alternative, for situations in which this is not a valid assumption, and which can be used to model events with minimum triggering times: such an event can be decomposed into a sequence of deterministically timed transitions, followed by a positive distribution (typically a “lifetime” distribution, see Figure 4b). The latter can then be better approximated by a phase-type distribution with a small number of phases. This requires the addition of intermediate observable states to the system, similar in purpose to the phases of a phase-type approximation, which act as “memory” for the original non-Markovian event. The length of this deterministic sequence can be adjusted to increase the quality of the approximation. Note that deterministically timed transitions are non-Markovian themselves, so the system is still an SMDP.

Solving a GSMDP

The direct solution of a general GSMDP is a difficult problem, since typical dynamic programming approaches cannot be directly applied under its non-Markovian dynamics. However, in the case where, after introducing approximate phase-type distributions where possible, \( F \) still contains non-exponential distributions, the system can still be approximated by a discrete-time model by first describing its dynamics as an SMDP. Let \( U(s, a) \) represent the total (cumulative and instantaneous) reward at \( (s, a) \). The value of executing a stationary SMDP policy is:

\[
V^\pi(s) = U(s, \pi(s)) + \sum_{s' \in S} V^\pi(s') \int_0^\infty \Pr(t, s' | s, \pi(s)) e^{-\gamma t} dt
\]

\[
= U(s, \pi(s)) + \sum_{s' \in S} \mathcal{L} \{ f_{s,s'}^{\pi(s)}(t) \} T(s, \pi(s), s') V^\pi(s')
\]
where \( \Pr(\tau, s' | s, a) \) is the joint distribution over resulting states and decision instants, \( \gamma \in \mathbb{R}_0^+ \) is the discount factor of the problem, and \( \mathcal{L}\{\cdot\} \) denotes the Laplace transform. This well-known result allows an SMDP to be viewed as an equivalent discrete-time MDP with state-action dependent discount rates \( \gamma(s, a) = \mathcal{L}\{f_{s,a}^\tau(t)\} \) (Puterman 1994; Bradtke and Duff 1995). This, in turn, forms a very positive practical result, since virtually all solution algorithms for MDPs can also be applied to a GSMDP formulated approximately in this way.

**Experimental Results**

A common task in robotic soccer is to have various robotic soccer players cooperating in order to take the ball towards their opponent’s goal. In the two-agent case, one of these players should carry the ball forward, and the other should position itself so that it may receive a pass from its partner, if necessary. During the course of their task, the robots may randomly encounter obstacles. The team must jointly decide which robot should carry the ball, and whether or not to perform a pass in order to avoid imminent obstacles, since it is difficult to avoid collisions while carrying the ball.

In previous work (Messias, Spaan, and Lima 2010), we modeled a version of this problem as a multiagent POMDP. Here, we assume joint full observability in order to instantiate it as a GSMDP. The resulting model has 126 states across 4 state factors. As in (Messias, Spaan, and Lima 2010), there are 36 joint actions. Agents are rewarded for scoring a goal (150) and for successfully switching roles whenever obstacles are blocking the attacker (60).

Every transition was timed and modeled, either according to exponential distributions, where possible; through uniform distributions — the time of entry of the dribbling robot into one of the field partitions; or through truncated normal distributions — the time to a role switch after a pass occurs, represented in Figure 4a. The latter was kept in its normal parameterization, since no concurrent events can trigger in that situation. The model was then reduced to an SMDP by replacing all uniform distributions with phase-type approximations. In order to minimize the state space size, the same phase variable was used to model all phase-type distributions, depending on the context. The value iteration algorithm was used to solve the approximate SMDP.

**Simulation Results**

Part of our experimental results were gathered using a realistic robotics simulator. In an initial analysis, the abilities of the simulated robots were extended in order to allow them to more efficiently dribble and kick the ball, so that their reactivity to events is not affected by their physical limitations when acting. Figure 5 compares real-time profiles of the system, under these conditions, when executing an event-driven GSMDP solution and a discrete-time multiagent MDP solution with a fixed time-step. These execution profiles are characterized by the distance between the ball and the goal, the reward associated with the joint state and action, accrued at decision instants. While the MDP system is committed to performing the same action throughout the duration of the time-step, the GSMDP reacts asynchronously to events, which eliminates any idle time in the actions of the robots, resulting in more frequently scored goals.

**Real Robot Results**

The performance of the synchronous (fixed time-step) and event-driven (GSMDP) approaches to this problem in the real team of robots was quantitatively evaluated by testing a synchronous MDP solution with a series of different fixed time-steps, as well as the GSMDP solution. The performance metric for this comparison is the time between consecutive goals using each model. The results are shown in Figure 7. The amount of trials that could be run on the real robots was limited by total time: the average sample size is 5 scored goals for each model (9 for the GSMDP and the best performing MDP). In order to provide further statistical validity for these real robot results, simulated trials were run under equivalent conditions (considering all actuation limitations), in runs of 120 seconds each, to a total of 50 goals per model (box plot in Figure 7a).

The average and median time between goals was shorter with the GSMDP solution than with any of the synchronous MDPs. The time-step of the synchronous models was shown to have a significant, non-monotonic effect on performance. The best MDP model, with a time-step of 0.4 seconds, underperformed the GSMDP model both in the real robot trials (one-way ANOVA, \( p = 0.063 \)), and in the corresponding simulated trials (\( p = 0.079 \)). For time-steps below this value, agents acted on outdated information, due to communication/processing delays, and had difficulty in switching roles (note from Figure 4b that the minimum time for a role switch during a pass is also \( 0.4s \)). For larger time-steps,
loss of reactivity and the corresponding idle time in the system also lowered the resulting performance. The average duration of decision episodes (and communication period) with the GSMDP model was 1.09s. Since the frequency of communication episodes for synchronous MDP models is \(2/T\) (Figure 2), this implies a reduction in communication usage of 81.7% with respect to the best MDP model.

Random system failures, occurring mostly due to robot navigation problems, or unmodeled spurious effects, were independent of the modeling approach (Figure 7b).

Figure 6 shows an image sequence of a typical trial. A video containing this trial, and showcasing the differences in behavior between the synchronous MDP and GSMDP approaches to this problem, both in the real and simulated environments, can be found at: http://masplan.org/MessiasAAAI2013.

Conclusions and Future Work

Multi-robot systems form particularly appropriate testbeds for the study and application of multiagent decision-theoretic methods. However, there are non-trivial and often overlooked problems involved in the application of inherently discrete models such as MDPs to dynamic, physical systems which are naturally continuous.

In this work, we showed how discrete models of multi-robot systems are not fully Markovian, and how the most common work-around (which is to assume synchronous operation) impacts the performance of the system. We discussed how the GSMDP framework fits the requirements for a more efficient, event-driven solution, and the methodologies required for GSMDPs to be implemented in practice.

Future work on the topic will explore the extension of this framework to partially-observable domains, which is a relevant problem when agents cannot assume full local knowledge; and the use of bilateral phase distributions to approximate a broader class of non-Markovian events.
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